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Abstract

Testing software for bugs and vulnerabilities is an essen-
tial aspect of secure software development. Two paradigms
are particularly prevalent in this domain: static and dynamic
software testing. Static analysis has seen widespread adop-
tion across the industry, while dynamic analysis, in particular
fuzzing, has recently received much attention in academic
circles as well as being used very successfully by large cor-
porations such as Google, where for instance, over 20,000
bugs have been found and fixed in the Chrome project alone.
Despite these kinds of success stories, fuzzing has not yet
seen the kind of industry adoption static analysis has.

To get first insights, we examine the usability of the static
analyzer Clang Static Analyzer and the fuzzer libFuzzer. To
this end, we conducted the first qualitative usability evalua-
tion of the Clang Static Analyzer [6] and libFuzzer [16]. We
conducted a mixed factorial design study with 32 CS masters
students and six competitive Capture the Flag (CTF) play-
ers. Our results show that our participants encountered severe
usability issues trying to get libFuzzer to run at all.

In contrast to that, most of our participants were able to run
the Clang Static Analyzer without significant problems. This
shows that, at least in this case, the usability of libFuzzer was
worse than of the Clang Static Analyzer. We make suggestions
on how libFuzzer could be improved and how both tools
compare.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

1 Introduction

The number of critical security vulnerabilities is rising, with
the same type of programming mistakes being made over and
over again. Testing software for bugs and vulnerabilities is
one crucial aspect of helping developers write secure code
and countering this development.

The two prevalent approaches for application security test-
ing are static analysis and dynamic analysis.

Static analysis has seen widespread adoption across the
industry, dominating the leaders’ portfolio of the April 2020
Gartner magic quadrant for application security testing [13].
Dynamic analysis, and in particular fuzzing, has received
much attention in academia in recent years, as can be seen
by this selection of fuzzing papers published in 2020 alone:
[19,29,31–35,38,41–44,46,47,49–51,53,54,58,60–65,67,69,
78–87]. Moreover, large software companies such as Google,
Microsoft, Cisco and other use fuzzing very successfully, for
instance, using fuzzing Google found over 20,000 bugs in
Chrome alone [3]. Despite these impressive results, fuzzing
has not yet found the same adoption in industry that static
analysis has.

In this paper, we examine the usability of the static ana-
lyzer Clang Static Analyzer and the fuzzer libFuzzer to get
first insights into the question of whether usability issues
might be hindering the adoption of fuzzing. For our study, we
evaluated several fuzzers and static analyzers. We selected
the Clang Static Analyzer because it performed very well in
the comparison of Arusoaie et al. [28] and libFuzzer because
it is a popular example of a dynamic code analysis tool in
academia [46, 55, 66]. However, we would like to stress that
neither the Clang Static Analyzer nor libFuzzer are necessar-
ily representative examples of static and dynamic analysis
tools. Moreover, since the tools are good at finding bugs of
different types, our evaluation should not be seen as a like for
like comparison but as gathering first insights into usability
strengths and weaknesses of two different tools.

We performed a qualitative mixed factorial design study
with 32 CS master students and six competitive Capture the
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Flag (CTF) competitors to evaluate the usability of the Clang
Static Analyzer and libFuzzer with an easy and a hard task.
We designed an easy and a hard task to get a broader view of
the tools. The easy task was designed to see if participants
could get the tool running in principle while the hard task
was designed to reflect a more realistic challenge as would
be faced in a real project. The two tools were studied using a
within-subjects design to also gather comparative insights of
the two tools. The difficulty of the tasks was tested between-
subjects with the CS students. The CTF participants only got
the hard task. Participants had ten hours over a period of ten
days per task to work on the solution.

Our results indicate that the Clang Static Analyzer is easy
to use in principle, but it did not scale well to the hard task.
Only one CTF participant was able to find the bug, due to a
large amount of false positive warnings. With libFuzzer the
usability hurdles were much higher, and many CS participants
did not manage to solve even the easy task. Even the CTF
players did not manage to find the bug in the time allotted
although they were able to use libFuzzer in principle. While
the majority of participants only failed in the last step of
the Clang Static Analyzer, we found usability problems in
every step needed to use libFuzzer, which we will discuss
throughout the paper.

Supplementary to the Appendix, we provide additional in-
formation in a companion document which can be found here:
https://uni-bonn.sciebo.de/s/dUH7FOedjHbG5vy.

2 Related Work

The related work section is divided into two parts: usability
evaluations of static analysis tools and study methodology
concerning developer studies. To the best of our knowledge
there are no studies concerning the usability of fuzzers or a
usability comparison of static analysis and fuzzing.

Static Analysis Studies Smith et al. [72] conducted a
heuristic walkthrough and a user study about the usability
of four static analysis tools. They used Find Security Bugs
and an anonymized commercial tool for Java, RIPS for PHP
and Flawfinder for C. They identified several issues ranging
from problems of the inaccuracy of the analysis over workflow
integration to features that do not scale. They also conducted
a think-aloud study in 2013 with five professional software
developers and five students who had contributed to a security-
critical Java medical records software system [73, 74]. They
wanted to study the needs while assessing security vulnerabil-
ities in software code. The participants worked on four tasks
for a maximum of one hour in a lab. However, participants
were only asked to examine the reports of the static analysis
tool and fix potential bugs but not to run the tool itself. Based
on their finding they gave recommendations for the design
of static analysis tools. Their main suggestion was that tools

should help developers search for relevant web resources. Our
study goes beyond this work, since they actually had to use
the tool and had more time to do so.

In 2013 Johnson and Song conducted 20 interviews about
static code analysis with 20 developers [48]. They found that
most participants felt that using static analysis tools is ben-
eficial but that the high number of false positives and the
presentation of the bugs were demotivating. In 2016 Chris-
takis and Bird conducted a survey at Microsoft to get more
insights into the use of static code analysis [37]. They set the
focus on the barriers of using static analysis, the functionality
that the developers desire and the non-functional characteris-
tics that a static analyzer should have. They also found that
false-positive rates were the main factor leading developers
to stop using the analyzer. Developers were willing to guide
the analyzer and desired customizability and the option to
prioritize warnings. Vassallo et al. confirmed those findings
in 2018 [25].

Sadowski and colleges presented a set of guiding principles
for their program analysis tool Tricorder, a program analysis
platform developed for Google. They included an empirical
in-situ evaluation emphasizing that developers do not like
false positives and that workflow integration is key [68].

A comparison of open-source static analysis tools for
C/C++ code was done by Arusoaie et al. in 2017 [28]. They
compared 11 analysis tools on the Toyota ITC test suite [70].
They ranked them by productivity which balances the de-
tection rate with the false-positive rate to compensate for a
high false-positive rate. The top three performers were clang,
Frama-C [12] and OCLint [20].

Study Methodology Since it is difficult to recruit profes-
sional developers [26, 27, 71], Naiakshina conducted a study
to evaluate CS students’ use in developer studies [57]. They
found that for their password storage study students were a
viable proxy for freelance developers. Naiakshina followed
this up with a comparison to professional developers in Ger-
man companies [56]. Here they found that the professional
developers preformed better overall than students, but that the
effects of the independent variables on the dependent ones
held none the less and thus conclude that CS students could
be used for comparative studies in their case.

A study by Votipka showed that taking part in CTF games
tends to have a positive effect on security thinking [76] and
hackers are comparable to testers in software vulnerability
discovery processes [77].

3 Methodology

We wanted to gain insights into the usability issues of the
Clang Static Analyzer and libFuzzer. In the following, we
will discuss the design and methodology of the two studies
we conducted to do this.
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3.1 Tool Selection
We decided to pick one tool per category instead of a spread
since it was expected that we would not be able to recruit
enough participants to compare multiple tools.

Static Analysis We evaluated the popular commercial static
analysis tools Fortify [17], Coverity [9], CodeSonar [7] and
checkmarx [4]. Unfortunately, they all forbid publishing eval-
uations in their terms of use [5, 8, 10, 18]. We based our se-
lection of the open-source static analysis tool on the eval-
uation of Arusoaie et al. [28]. Based on this, we selected
the Clang Static Analyzer, which was the analyzer with the
highest productivity rate, a combination of detection rate and
false-positive rate, and the highest win rate combining all
subcategories within their analysis. We selected the Clang
Static Analyzer in version 8.0 as it was the latest version at
the time we conducted the first study.

Dynamic Analysis When designing the study, there were
no popular commercial fuzzers for C/C++ code available,
so we only evaluated the open-source fuzzers: AFL [1],
AFL++ [2], libFuzzer, honggfuzz [14] and radamsa [21].
Our literature review showed that AFL/AFL++ and its forks,
as well as libFuzzer, are the most common fuzzers in use
[30, 31, 36, 40, 46, 52, 55, 78]. Both AFL and libFuzzer were
viable choices. While both Fuzzers can fulfil the same tasks,
we think that both have strengths and weaknesses for specific
situations. To fuzz with libFuzzer a specific function is picked
as an entry point. In contrast AFL primarily fuzzes code by
using the executable of the target program. In the hard task, it
is unrealistic that the code section containing the bug can be
reached by AFL this way, while libFuzzer can be run directly
on the function. For this reason, we choose libFuzzer over
AFL.

3.2 Task Selection
To evaluate the usability of the tools, we needed programs
containing vulnerabilities that participants should find. While
we were also interested in comparing the usability of the
Clang Static Analyzer and libFuzzer, it was not feasible to use
the same vulnerabilities for both tools since the types of bugs
these tools are good at finding vary too much. We were also
interested in comparing how the tools performed at different
levels of difficulty. We chose one easy task per tool to get a
baseline. With that, we could uncover fundamental difficulties
with the tool itself. Additionally, a hard task was chosen per
tool to see how it performed in a more realistic setting.

Prerequisites

An appropriate task, i.e. a program to be analyzed, needs to
contain a vulnerability that the respective analysis tool can

find. This bug should be hard to find by other means than
using the tool, particularly by using search engines, thus data-
sets like the DARPA Cyber Grand Challenge [11] were not
viable options for us. We also decided against using tools
like Lava-M [39] since they generate a recognizable style
of bugs that we knew were familiar to the CTF participants,
and inserting bugs into existing programs opens up the risk
that participants could use the DIFF tool to identify changes
quickly. Ideally, we could use actual undiscovered bugs. To
make the matter more complicated, it was also desirable that
the difficulty of the two easy and two hard tasks would be
similar.

Static Task

We started by running the Clang Static Analyzer on several
trending GitHub projects at that time. A list can be found in
the Appendix in Table 5. While most of the projects had a
high number of warnings, we could not find any true positives,
despite investing a significant amount of effort into this. Since
this proved fruitless, we contacted experts in static analysis
from the Cyber Analysis and Defense and the Cyber Security
research departments of the Fraunhofer FKIE to discuss pro-
gram selection. They did not have any fixed but unpublished
bugs, so we were unable to find an unpublished bug suitable
for our study. Thus, we fell back on inserting vulnerabilities
ourselves but attempting to mitigate the issues mentioned
above. For this, we injected one bug in a local copy of the
open-source project jq [15] for the easy task and two bugs
into a local copy of the open-source project Tesseract [23]
for the hard task. The injected bugs were never deployed
anywhere outside the study and did not endanger anybody.
We chose these projects based on the number of warnings
since related work showed that the number of false positives
is the main usability issue of static analyzers. Project jq only
produced five warnings, and we checked all to confirm they
were false positives. Tesseract produced 476 warnings, and
we did not find any true positives. We chose to inject one
bug, which the Clang Static Analyzer can find without any
options activated in both programs. We also injected an addi-
tional bug in the hard task, which requires the tester to set the
checker alpha.security.ArrayBoundV2 manually to inspect
array boundaries. To mitigate the risk of participants using
DIFF to find the inserted bug, we chose older versions of the
programs and removed all information concerning the version
number. A detailed description of the bugs can be found in
the companion document.

Dynamic Task

Unlike with the Clang Static Analyzer, there was no simple
way with libFuzzer to evaluate a set of GitHub-projects simi-
larly, so we contacted Code Intelligence a company offering
fuzzing as a service to get an overview of difficulty levels of
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different projects. Fortunately, they knew a couple of open-
source projects with vulnerabilities that had already been
reported and fixes submitted but not publicly announced yet.
Hence, we selected two of these for our fuzzing tasks. For the
easy task, we used yaml-cpp [24] since it is a comparatively
small project and has only a handful of public interfaces. This
circumstance makes it reasonably easy to get a good overview
of the program in a moderate amount of time. Also, writing
the fuzz target is relatively simple, and the bug is found in a
couple of seconds, even without instrumentation. We knew of
one bug in yaml-cpp.

For the hard task, we selected the Suricata [22] project.
The fuzz target needed to trigger the bug is more complex
than for the yaml-cpp project, and instrumentation, a fitting
corpus, and time is needed. Based on the fuzzing expert’s
recommendations, we opted to give a starting hint to give
participants an idea of where they should start looking since
the code base was huge, and it would take more time than was
available in the study to get an overview. We knew of two bugs
in the location where we gave a hint. We fixed one of them
since it was a very easy bug, and this was supposed to be the
hard task. There were also two other bugs in a different code
section. However these were not relevant to our study. So for
the purpose of this study, we had one bug in the location for
which we gave the hint. In addition to our hint, the Suricata
project contained two other sources participants might use to
guide their fuzzing effort. The project contained unit tests that
could be adapted into fuzz targets. The projects also contained
some AFL fuzz targets. As far as we could tell, it was not
possible to trigger the bugs with the AFL fuzz targets. Details
on the bugs can be found in the companion document.

3.3 Study Design CS Study

Our study contains two independent variables, each with two
levels: analyzer (Clang Static vs. libFuzzer) and difficulty
(easy vs. hard). Based on our external experts’ feedback and
internal pre-studies, we decided to allot ten hours for each
of the four study conditions. Since this study is highly skill-
dependent, we opted for a within-subjects study design for
the analyzer variable. To reduce the time needed per partici-
pant, we opted to study the difficulty level between-subjects,
which then gave us a mixed factorial study design. So each
participant either did the easy task with both the Clang Static
Analyzer and libFuzzer or did the hard task with both analyz-
ers. We randomly assigned the participants to the hard or easy
tasks and randomized the order in which participants used
the analyzers to counter learning and fatigue effects. Due to
the length of the tasks and the fact that fuzzers need to run
for a while to find bugs, we conducted the study online. Par-
ticipants had ten days per condition and were instructed to
work ten hours. If they thought they had found all bugs, they
could report in early and would then be given the second task.
Participants were asked to keep a diary while working on the

task detailing what they spent time on and what problems they
encountered. We supplied remote virtual machines with the
tools pre-installed for participants to use. They were, however,
also allowed to work on their machines if they preferred. After
completing both tasks, participants took part in a 30-minute
semi-structured interview.

Recruitment and Participants

Since our study required a time commitment of 20 hours,
recruiting enough professional developers was not feasible
for us at this stage of our research. Thus, we opted to use
CS students from a lecture on usable security and privacy
and CTF players to gain first insights but want to point out
that professional developers would probably perform better
in absolute numbers. However, fixing the usability problems
discovered by the CS students is likely also to be beneficial
to professional developers. However, we cannot make any
claims to the extent. Additionally, CS students are also a
legitimate user group for these tools, and consequently, fixing
usability issues for them is also a desirable goal.

The lecture is part of a master of computer science cur-
riculum and is not mandatory. The focus of the lecture is
usability in the context of security. Consequently, all partici-
pants had a bachelor degree in computer science, had some
basic knowledge on how to evaluate the usability of security
tools.

Since the tasks require C/C++ and Linux skills, we used a
pre-questionnaire as a filter. We selected a self-reported skill
level for Linux and C/C++ of four or higher on a scale of
one to seven. We distributed the pre-questionnaire to about
110 students and selected 32 for the study who fulfilled the
requirements. They were compensated with an 11% bonus for
their end-of-term exam. Students not selected for this study
had other opportunities to earn the same bonus. Table 13
of the Appendix shows the demographics of the CS student
participants.

Only six out of the 32 participants reported that they have
ever used a static code analyzer before. 17 participants, re-
ported that they were familiar with the term fuzzing. However,
only four of them had used a fuzzer before. Three of the par-
ticipants had found a bug with a fuzzer, and one had used the
fuzzer libFuzzer before.

3.4 Study Design CTF Study

The second study conducted with CTF players was designed
and run after the results of the first study with CS students
had been evaluated. While the studies are very similar, we did
make three changes which we will highlight here.

Firstly, based on the results of the CS study and the ex-
pected skill level of the CTF players, we dropped the easy
tasks since we did not expect to learn much there and focused
on the hard task.
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Secondly, the Suricata project released an update fixing two
of the three bugs we knew of, and information about them had
been released. To prevent participants from quickly finding
these two bugs via a web-search, we gave our participants the
updated version, which thus only contained one bug we knew
of for them to find. Fortunately, this bug was the one in the
code section for which we gave a hint so we could leave the
task unchanged except for the update.

Finally, since exam bonus points were not an option, we
offered monetary compensation instead. We initially offered
a base compensation of 70 euro, with an additional 70 euro
offered for finding bugs. We thought due to the competitive
nature of CTF players, they would respond well to the incen-
tive. However, we were not able to gain enough interest in
our study. After talking to some potential participants, we
switched to a flat compensation of 140 euro independent of
success.

Recruitment and Participants

We recruited participants from a local Capture-the-Flag (CTF)
team via announcements in the weekly team meetings and
email. This pool contains roughly 80 people, of which 16
filled out the pre-screening survey. We removed participants
who did not have at least one year of CTF experience and
had taken part in at least one online and one in-person CTF
challenge since we wanted to have a highly skilled group
for comparison with the CS students. This left us with eight
participants who took part in the main study. During the
study, it turned out that two participants had misunderstood
the question about in-person CTF events. They actually had
not taken part in any and thus are not included in this report.

The demographics of the CTF group are shown in Table 14
in the Appendix. Compared to the CS group, the CTF group is
younger, more male and the education level is slightly lower.

Similar to the CS group, only two of the six participants
had used a static code analysis tool.

However, all participants reported that they were famil-
iar with the term fuzzing. Five of them had already used a
fuzzer before, and three of those five participants had also
used libFuzzer and half of all participants reported that they
had already found at least one bug with a fuzzer.

This indicates that the CS and CTF group were on a similar
level w.r.t. static code analysis tools, but the CTF group had
more experience with fuzzing.

3.5 Scoring Results

We evaluated the analyzers based on the success or failure
of the participants to get the tool up and running as well
as finding the bug. These are separate since it is possible to
correctly use the tool but still fail to find the bugs. To make our
assessment, we analyzed the submissions of the participants

(code and bug reports) as well the content of the diary and the
exit interview.

In the static analysis case, a participant successfully ful-
filled a static task if the participant used the Clang Static
Analyzer correctly and found at least one of the bugs we
inserted.1

A participant successfully fulfilled a dynamic task if the
participant triggered the bug present in the code by using
libFuzzer and recognized it as a bug.

4 Limitations

Our studies have the following limitations:
Task Selection. The most considerable limitation concerns

the task selection. While we did our best to find fair easy and
hard tasks for both tools and consulted external experts, we
cannot guarantee that the two easy and hard tasks are exactly
the same level of difficulty. While the identified problems
likely remain for other tasks, the difference between the two
approaches could vary for different tasks.

Participants. We sampled participants from a master course
in usable security and a CTF team. Thus this sample is not
representative of the wider world. Nonetheless, fixing the
issues we found is most likely a good idea, even if more
experienced developers might have learnt to overcome them.

Tools Selection. We tested two specific tools: Clang Static
Analyzer and libFuzzer. Other tools might perform differently.

Time. Participants only had ten hours per task. While our
internal testing suggested that this would be sufficient, some
CTF participants would likely have found the bug with lib-
Fuzzer, since they were making progress until the end. The
time limit did not seem to affect the CS participants or the
static tasks.

Unknown Code. Our evaluation only looks at participants
analyzing code that they did not write themselves. Further
studies with code known to the participants are needed to
make claims about this scenario.

Incentives. When comparing the CS and CTF group, the
different incentives must be taken into account.

Bugs. During the second study with the CTF participants,
information about the bugs in Suricata was published in a
blog. One of our participants found this blog and informed
us about it. We contacted the author of the blog, and they
kindly agreed to take if offline until the end of the study.
The participant who informed us about the blog had already
finished the task. We asked all other participants whether
they had come across the blog or other information online.
One additional participant had found some information in an
online presentation; however, this did not help them complete
the task.

1Another true positive bug would also have counted, but this did not
occur.
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5 Ethics

Our studies were reviewed and approved by the Research
Ethics Board of our university.

Our studies also complied with the General Data Protection
Regulations. Since we were working with live vulnerabilities,
responsible disclosure guidelines were followed. The devel-
opers of both programs were already aware of the Bugs, and
all participants agreed to comply with responsible disclosure
in case they found bugs.

6 CS Study Results

We label participants based on their group (CS or CTF), the
order of assignment to the conditions ((FS: fuzzing then static,
SF: static then fuzzing) and the difficulty of their tasks(E: easy,
H: hard). For the analyses, we used the pre-questionnaire,
the reports submitted by the participants, the diaries and the
semi-structured post-interview. The questions of the interview
and the pre-questionnaire can be found in Appendix A.1 and
in the companion document. Except for CS16-FSE, every
participant consented to the interview being recorded and
transcribed. For the interview of CS16-FSE handwritten notes
were taken. The interviews were transcribed and anonymized.

To analyze the interviews and diaries, we used inductive
coding [75] with two researchers. The two researchers started
with coding the same four randomly chosen interviews in-
dependently and in parallel. They compared, analyzed and
discussed the two resulting coding sets. It turned out that due
to the open approach, the code sets of both researchers were
substantially different. Through a discussion of the codes a
common coding set was agreed upon. The four interviews
were then recoded and discussed again. This procedure was
repeated in steps of three interviews. The diaries of the par-
ticipants were coded with the resulting coding-set from the
coding of the interviews. During the coding of the diaries, the
coding-set was again supplemented by codes that emerged
from the data. All quotes from the participants were translated
from German into English by the authors. The final coding
set can be found in the companion document.

6.1 Drop-outs
Of the 32 CS student participants, only 18 started the second
task, and only ten finished both tasks and were interviewed.
CS18-FSH finished both tasks and took part in the interview,
but we decided to remove them from our analysis because it
became clear that they had not put any real effort into either
task. This leaves us with nine participants that finished both
tasks and were interviewed. The drop-out rates were much
higher than we expected. We have conducted many usability
studies with CS students, and it is normal that some drop-out,
but this drop-out rate is noteworthy. While we did not conduct
formal interviews with the drop-outs, we spoke to some of

them. They told us that the tasks were too hard and that they
did not know how to solve them and thus dropped out.

The second column of Table 1 shows the drop-out rates,
and, as can be seen, only a quarter of the participants dropped
out of the easy static task, while half dropped out of the hard
static task. With the fuzzing tasks half dropped out both in
the easy and hard tasks. This is a first indication that there are
usability issues with both approaches. While this explanation
seems plausible, based on the rest of the data we could gather,
it is also possible that the drop-out rate could be an artefact
of our study design. Further studies with different designs are
needed to confirm this.

Since we were also interested in a qualitative within-
subjects comparison of the Clang Static Analyzer and lib-
Fuzzer, most of our analysis focuses on the nine CS partici-
pants who completed both tasks and who were interviewed.
Table 11 shows an overview of the participants’ positive and
negative comments and their preference for the two tools. In
the following we look at the results in more detail.

6.2 Static Task

The results of the static analysis tasks can be seen in Table 1.
Table 6 in the appendix breaks the results down into those who
were assigned the conditions as their first or second task. As
can be seen, the easy task was indeed relatively easy with only
three participants aborting the task. Moreover, in eight out
of nine submissions in the easy tasks, the bug was correctly
identified. In contrast to that, half the participants dropped out
of the hard task. Of those who submitted a report for the hard
task, none had found either of the two bugs. In the following,
we will group our insights by the different steps needed to
complete the task. Readers unfamiliar with this topic can find
additional information in the companion document.

Step1: Build Target Program with Clang Static Analyzer
None of the participants reported that they used any other
source of information besides the documentation of the Clang
Static Analyzer and the target program(TPr).

Not many participants had problems with this step, except
for two participants, CS31-SFE and CS24-FSE. Both had used
the configure and make commands on the project to check if
everything worked as intended. This interfered with the Clang
Static Analyzer because the target program was already built.
Therefore the analyzer could not build the target program
again and consequently could not find any bugs. CS24-FSE
solved this problem on their own. CS31-SFE submitted a
report stating that no bugs were found. To gather more infor-
mation, we let CS31-SFE know that something went wrong
and gave a hint. CS31-SFE still counts as a fail in the overall
statistics, but with the hint were able to complete this step and
their results are considered in the following steps.
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Step 2: View the Output Five out of the nine participants
who submitted a report had trouble viewing the output of the
Clang Static Analyzer. However, this problem only arose be-
cause the participants were working on the remote machines
offered by us. Except for CS31-SFE, all participants solved
the issue by downloading the output to their local machines.
Since this problem stemmed from our study setup, we do not
see this as a usability issue of the tool.

Step 3: Analyze Reports The presentation of the output of
Clang Static Analyzer was rated very positively by the par-
ticipants. However, as expected, all participants in the hard
task and some in the easy task stated that the massive num-
ber of warnings was a substantial problem. In particular, the
high number of duplicate bug reports was viewed negatively.
This is in line with previous work looking at static analyzers.
What is noteworthy though is, that this problem has been well
known for over a decade but is still an issue with current tools.

6.3 Dynamic Task

The results of the dynamic analysis tasks in Table 1 show
that both tasks were hard to solve for our CS participants. For
a more detailed overview showing in which order the tasks
were assigned, please refer to Table 9 in the Appendix.

Only two CS participants were able to solve the easy task.
CS6-FSE dropped out in the following static task, but their
diary showed that they straightforwardly solved the task men-
tioning no problems. The other participant was CS23-SFE,
who had stated that they already had experience with fuzzing
and libFuzzer in particular. Another participant, CS5-SFE,
wrote the correct fuzz target and ran the fuzzer triggering the
bug but was convinced that the fuzzing report did not describe
a bug.

None of the participants was able to solve the hard task.
The drop-out rates for both fuzzing tasks was roughly half,
just like for the hard static task.

Unlike with the Clang Static Analyzer, which almost all
participants used correctly, we found many problems with
the usage of libFuzzer. Table 2 gives an overview of where
participants had problems. The columns of Table 2 depict
the six steps of the fuzzing process. The first step of find-
ing a suitable function to fuzz contains two values. The first
value is the number of functions a participant tried to fuzz.
The second value indicates if the participant found a function
that triggers one of the bugs known to us. The step of build-
ing and instrumenting the target program also contains two
values. The first value indicates whether the target program
was built, the second if the target program was instrumented.
The other columns indicate: how many fuzz targets were cre-
ated, whether they could build the fuzz targets, whether they
ran the fuzzer, triggered the bug, interpreted the output cor-
rectly (either as false or true positives), used a corpus and

used toy examples to try out fuzzing before trying it on the
main project.

The first nine participants in the table are those who com-
pleted all tasks and the interview. The next participant in blue
is the low effort participant. The participants below in grey
completed the fuzzing task but then dropped out. Since we
conducted the study online, and participants were allowed to
use their own computers, we could not always reconstruct ev-
ery step. When we were uncertain about whether a participant
successfully took a step or not, we marked this with a circle.

For our qualitative analysis, we again focus on the partic-
ipants that finished both tasks and were interviewed. In the
following, we will group our insights by the separate steps
needed to complete the task. Readers unfamiliar with these
steps can find additional information in the companion docu-
ment.

Familiarization with the Process All participants started
with getting an overview of libFuzzer as well as the target
program. Unlike the Clang Static Analyzer, where partici-
pants only used the official documentation, many participants
searched for additional information about libFuzzer on the
web. This highlights deficits in the official documentation as
emphasized by CS5-SFE:

So if you visit the [libFuzzer] page, it is not really
obvious what you need to do.

and by CS15-SFE:

I have not used a fuzzer and I would have wished
for a guideline. Such as: Step one, do this, step two,
do this... getting started was really hard.

Moreover, participant CS15-SFE stated that the documen-
tation negatively impacted them:

Even after reading through the paragraphs several
times, i‘m not sure where to start. Instantly start to
losing interest.

Step 1: Find a Suitable Function to Fuzz In the easy task,
all participants who identified any functions to fuzz also iden-
tified the one that could trigger the bug. Three participants,
CS16-FSE, CS31-SFE and CS4-FSH, did not find any func-
tions they thought they could fuzz. CS4-FSH summarized the
problems with:

I looked at the source code of Suricata and was
completely overwhelmed. [...] And in the end I did
not find any approach how I could fuzz this with a
fuzzer.

CS31-SFE commented on that:

I had problems finding the right point to start
fuzzing. The website was not much of a help: [...].
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combined started drop-out submitted success

Static-easy 12 3 9 8
Static-hard 10 5 5 0

Fuzzing-easy 16 8 8 2
Fuzzing-hard 10 6 4 0

Table 1: CS static analysis and fuzzing overview

Participant Condition Found Func. Wrote FT Build & Inst. TPr Build FT Ran Fuzzer Bug Trig. Interp. Output Corpus Toy

CS16-FSE easy 7 / 7 7
CS31-FSE easy 7 / 7 3
CS15-SFE easy 2 / 3 2 7 / 7 (FT in TPr) 7 7
CS24-FSE easy 1 / 3 1 3 / 7 7 3
CS5-SFE easy 1 / 3 1 3 / 7 3 3 3 7 3 7

CS23-SFE easy 1 / 3 1 3 / 3 3 3 3 3 3 7

CS4-FSH hard 7 / 7 3
CS3-SFH hard m / m m 7 / 7 7 3
CS8-FSH hard 1 / 7 m 7 / 7 3

CS18-FSH hard 7 / 7 7

CS28-FSE easy 7 / 7
CS6-FSE easy 2 / 3 2 3 / 7 3 3 3 3 7 7

CS17-SFH hard 7 / 7 7
CS30-FSH hard 7 / 7 7 / m
CS26-FSH hard m / m m m / m 3

Table 2: CS dynamic analysis deeper statistics: 3 denotes success in this phase, 7 failure and m undecidable

Should I try to look at it from an external view and
try to feed information from the outside or should I
do it internally [...]? I was missing many examples.
It would have been good to not only see somebody
fuzzing an easy function [...].

Step 2: Write a Fuzz Target All participants in the easy
task who found the function to fuzz also successfully wrote
the correct fuzz target. None of the CS participants managed
to write a correct fuzz target in the hard task.

Two participants, CS15-SFE and CS3-SFH, tried to write
the fuzz target in an existing file of the target program. CS3-
SFH changed their mind after having problems with the com-
pilation and used an external fuzz target. For CS15-SFE, this
resulted in a more complicated situation. They had to remove
the corresponding main function of the target program to use
libFuzzer since libFuzzer is shipped with a main function,
which interferes with other main functions. More importantly,
they also had to modify the make file in order to compile the
altered target program. This seemed to have been motivated
by the code snipped in the official documentation that could
give the impression that the fuzz target is part of the target
program. CS3-SFH also stated to this topic:

I tried to write a simple fuzzer target for a function

in app-layer-parser. I started simple and did not
manipulate the inputs. I directly wrote it into the
app-layer-parser.c file like in the examples given...

CS3-SFH did not include the fuzz target in the report, so we
could not confirm this.

While this is a legitimate way to run libFuzzer, in our view
writing the fuzz target in a separate file is a cleaner and more
straightforward approach.

Step 3: Compile and Instrument Target Program In the
case of the easy task, none of the CS participants, except
CS23-SFE, seemed to be aware that instrumentation exists, or
had any idea why instrumentation is useful. CS23-SFE was
the only participant who actively dealt with instrumentation
and was aware of the implications of the "fuzzer-no-link"-flag
and was the only ever to use it.

All participants of the hard task had the problem that Suri-
cata builds as an executable, and libFuzzer can not directly
fuzz executables. None of them was able to find a solution for
this, as depicted in the companion document. CS8-FSH tried
to find a solution by exporting a function from the Suricata
elf binary into a shared object and then load and run it within
a fuzz target. However, they were not able to do so.
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Step 4: Build Fuzz Target The five remaining participants
reported severe problems in the building and linking step.
CS24-FSE stated:

I believe that the library itself wasn’t the problem,
but the stupefying linking and compiling was.

The problems with building and linking could have a variety
of reasons. Two participants stated that they lacked knowledge
concerning the make system (CS24-FSE, CS15-SFE) or even
compiling C/C++ code in general (CS5-SFE). Other partici-
pants had problems linking libraries and were randomly trying
out compiler and linker flags to get the fuzz target to compile.
For yaml-cpp, some participants also tried to use make install
on the target program to increase the chance of hitting the
right combination of compiler and linker flags. Overall, we
observed a lack of understanding concerning the interaction
between fuzz target, target program and compilation process.

Step 5: Run and Observe the Fuzzer In the easy task CS5-
SFE, CS6-FSE and CS23-SFE were able to build the fuzz
target and run libFuzzer. Moreover, they all triggered the bug
because in the easy task the bug was triggered within seconds.

Step 6: Interpret Output Of the three participants who
triggered the bug, CS5-SFE incorrectly classified the output
as a false positive. CS5-SFE saw the out of memory error and
the malformed input the fuzzer had generated but thought this
was a mistake by libFuzzer instead of a bug in the program.

Even though CS23-SFE was by far the best participant
solving the easy fuzzing task in less than two hours, they did
not find the output of libFuzzer very helpful, stating:

I would be helpful if the output did not just contain
the input which led to the bug, but also information
about the crash.

Toy Examples and Documentation Six of the nine partic-
ipants experimented with the toy examples from the docu-
mentation to get to know libFuzzer. However, as described
above, this led some astray.

7 CTF Study Results

The interviews and diaries of the CTF group were coded
based on the same principles we used for the CS group. The
questions of the interview and the pre-questionnaire can be
found in the Appendix A.2 and in the companion document.

An overview of the CTF-group’s success can be seen in Ta-
ble 3. Unlike in the CS group, we had no drop-outs in the CTF
group. There are two potential explanations for this. Based
on our interviews, the CTF participants were not as frustrated
with the tools as the CS participants or had a higher frustra-
tion threshold and a willingness to work with complicated and

puzzling systems. However, it could also be that the 140 euro
incentive was more motivating than the 11% exam bonus or a
combination of these factors. As in the previous section, we
will structure our results around the steps needed to operate
tools.

Static Analysis

Steps 1 & 2 The participants had no problems getting to the
point where they had to inspect the reports given by the Clang
Static Analyzer. Some participants reported issues viewing
the results, like in the CS study, but could quickly solve them.

Step 3: Analyze Reports Overall, participants were satis-
fied with the usability of the tool as with the presentation of
the output but had the same problem with the high number of
false positives as the CS group. CTF7-SF stated:

More than once I wondered whether it‘s me or the
analyzer who doesn‘t understand the code.

Only one participant (CTF2-FS) was able to find one of the
bugs.

Notably, four out of six participants reported that they heav-
ily prioritized reports in the category memory errors. Some
specifically mentioned that they neglected reports in other
categories, such as Logic errors, which was the category
where the Bug was. Their reasoning was that these kinds
of bugs potentially have low exploitability. In the interviews,
some of the CTF participants stated that they did not consider
availability/denial-of-service an issue in this context. This
could be an artefact of the fact that in CTF games denial-of-
service attacks are often forbidden. CTF7-SF stated:

Going through the "Memory error" bugs - If there
are any vulnerabilities I expected to find them here,
so I took some time for them.

All in all, participants showed strong tendencies to focus
on bug types, ignoring much of the output produced by the
Clang Static Analyzer. CTF3-SF summarized it as follows:

I filtered for use-after-free and double free/delete,
which seemed most likely to have immediate se-
curity impacts. While there were 72 bugs shown
in total, most of them were duplicates. I decided
to only look at one bug per bug group/function-
combination, which eliminates mostly very simi-
lar code paths... For each combination, I chose the
shortest path length to have a minimum-complexity
example of a triggering code path.

This filtering caused the participants to miss our bug, which
was in the category Dereference of undefined pointer value.
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combined started dropout submitted success

Static-hard 6 0 6 1
Fuzzing-hard 6 0 6 0

Table 3: CTF: overall results

Dynamic Analysis

Despite being more experienced and security savvy, our CTF
participants also had trouble with libFuzzer. Table 4 gives an
overview of where participants had problems.

Step 1: Find a Suitable Function to Fuzz Unlike the CS
participants, all CTF participants were able to identify the
correct function to fuzz.

Step 2: Write Fuzz Target The writing of the fuzz target
split the CTF group in two. Participants CTF4-FS and CTF5-
SF used the unit tests as the basis for their fuzz targets. Par-
ticipants CTF2-FS, CTF3-SF, CTF6-FS and CTF7-SF based
their fuzz target on the AFL targets contained in the project.
In general, all participants agreed that creating the fuzz target
was a complicated and time-consuming task.

Step 3 & 4: Compilation and Instrumentation Five out
of six participants were successful in compiling and instru-
menting all necessary parts, only CTF5-SF did not success-
fully manage this step. CTF5-SF had criticism for the docu-
mentation and some suggestions on how the usability of these
steps could be improved.

Although everything was described [in the exam-
ple] instructions were missing how to approach
fuzzing a real-world project, how to integrate it into
an existing boot-system. Maybe one could have
made something generic to integrate it into Cmake
or Auto-build.

Four of the five participants who created a fuzz target wrote
the fuzz target directly into the target program. Unlike the CS
participants, they were able to make the necessary modifica-
tion to make this work. We found this interesting since it does
not seem to be the intuitive way for us.

Step 5: Running and Observing the Fuzzer The four
remaining participants, CTF2-FS, CTF3-SF, CTF6-FS and
CTF7-SF, created multiple fuzz targets and observed the
fuzzing process.

All participants focused on using the executions per second
as well as the code coverage as the indicators on whether the
fuzzing process was going well or not. Concerning the code

coverage, some participants mentioned that it could some-
times be hard to interpret the relative magnitude of the given
value correctly. CTF6-FS summarized it as follows:

Of course this depends on the complexity [of the
TPr], but when I have such a HTTP fuzzer, and
I know it is implemented in C, and I only have
twenty branches or so which have been covered,
then I know: This can’t be. This absolutely can’t
be! You can’t implement a HTTP fuzzer with so
few branches or so few basic blocks. And if it also
isn’t making progress, then, you need to find out
what is the matter.

The problem of knowing whether libFuzzer covered the neces-
sary parts of the code was a frequently reoccurring statement.
Only CTF2-FS used the visualizer of LLVM to get a better
understanding of the situation.

Step 6: Interpret the Output CTF4-FS wrote a fuzz target
and was also able to build it. However, the fuzz target quality
was relatively low, so that the fuzz target crashed directly
due to problems during initialization when executed. The
participant was aware of the problem but could not fix it.
CTF4-FS stated:

And when I wanted to fuzz the correct filter, I al-
ways failed because something was uninitialized
and this was why it always crashed. So it always
fuzzed but crashed in each attempt.

Unsurprisingly, CTF4-FS believed that fuzz target creation
was a big problem. They reasoned that this might partially be
because they did not know the code.

It was probably because I didn’t know the software
at all and then I couldn’t proceed as well as I hoped

All of the four remaining participants were able to inter-
pret the output of libFuzzer. Depending on the situation, they
handled the corresponding situation differently.

CTF2-FS and CTF3-SF had problems with memory leaks
due to how they implemented the fuzz targets. They were
able to fix the problems and re-ran the fuzz target without the
memory leak.

CTF7-SF wrote at least ten fuzz targets and ran them. Their
fuzz target for the smb protocol crashed for every input. They
decided that the fuzz target was flawed and just ignored it
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Participant Found Func. Wrote FT Build & Inst. TPr Build FT Ran Fuzzer Bug Trig. Interp. Output Corpus Toy

CTF5-SF 1 / 3 1 7 / 7 7 7
CTF4-FS 1 / 3 1 3 / 3 (FT in TPr) m m 7 3 7
CTF2-FS 1 / 3 1 3 / 3 (FT in TPr) 3 3 7 3 3 7
CTF6-FS 1 / 3 10 3 / 3 (FT in TPr) 3 3 7 m 7 7
CTF7-SF 1 / 3 11 3 / 3 3 3 7 3 3 7
CTF3-SF 1 / 3 3+ 3 / 3 (FT in TPr) 3 3 7 3 3 7

Table 4: CTF dynamic analysis deeper statistics: 3 denotes success in this phase, 7 failure and m undecidable

because they had several other fuzz targets that were up and
running.

CTF7-SF’s fuzz target for the dnp3 protocol also produced
many errors, but again they understood that this was due to
a flawed fuzz target and not because of actual bugs. They
attributed the flaws initialization problems and did not fix
them for the same reason as before. CTF2-FS and CTF3-SF
also had problems with initialization, but both fixed the issues
to make the fuzz target work.

None of the four participants found a bug. However, all four
were using libFuzzer correctly, and with more time available,
it seems likely that they would have found the bug in the target
program. While our pre-testing suggested that ten hours was
enough time, future iterations of this kind of study should plan
more time for this kind of task. Nonetheless, we are confident
that they would be capable of finding these kinds of bugs
with libFuzzer in the wild with the skill they already possess.
However, the effort and skill required are quite substantial. In
contrast, we do not believe that our CS would be able to use
libFuzzer without investing significant effort in learning how
to use the tool.

Expanding the Search As the participants did not en-
counter any true crashes, they felt the need of exploring further
options. Most of them did this by manually targeting specific
parts of the code. Still not encountering any crashes, they
tried to optimize the fuzz targets and tried to develop more
complex inputs to the functions. In the interviews participants
CTF6-FS and CTF3-SF phrased this as a feature request.

Consequently, stateful fuzzing was needed. CTF3-SF con-
sidered to implement stateful fuzzing but was not able to do
it in the given time. CTF6-FS implemented a minimal form
of stateful fuzzing. However, they were not very enthusiastic
about it:

Libfuzzer does not support stateful fuzzing, there-
fore no high expectations as path stability will be
horrible.

Corpus and Dictionary Except for CTF2-FS, all partici-
pants used corpora for their respective fuzz targets. Interest-
ingly, CTF6-FS used both a corpus and a dictionary. CTF6-
FS observed their fuzz targets with a corpus and a dictio-

nary included and noticed a drop in performance because the
coverage was lower than without the corpus and dictionary.
Consequently, they proceeded without either.

8 Discussion

8.1 Clang Static Analyzer
The Clang Static Analyzer enabled even inexperienced users
to check the target project for potential security issues. With
the Clang Static Analyzer, both our participant groups were
able to start the process reasonably easily and quickly. The
usability of the tool was consequently viewed fairly positively.
Our participants intuitively used Nielsen’s view on usabil-
ity [59], which separates usability and utility. In the hard task,
the high number of false-positive warnings was seen nega-
tively by both the CS and CTF groups, but this did not affect
their perception of ”usability“. The CTF participants also had
a negative view of the usefulness in general. They did not
think the tool was helpful when looking for vulnerabilities.
Consequently, they saw the tools as having good usability
but bad utility. It is worth noting though, that under the ISO
9241 [45] definition of usability, the bad effectiveness and
efficiency measured against the capability of finding true bugs
would lead the Clang Static Analyzer to receive a bad usability
evaluation.

Thus, the holy grail of static analysis continues to be the
reduction of the number of false positives.This would improve
the utility under Nielsen or usability under ISO 9241 and
enable users to effectively and efficiently find bugs.

8.2 libFuzzer
In stark contrast to the Clang Static Analyzer, where partici-
pants only struggled in the very last step, we found no step
in the libFuzzer process that did not cause our participants
severe problems. Our CS participants struggled even with the
easy fuzzing task showing that the usability of libFuzzer is
not at a comparable level to the Clang Static Analyzer. Even
our skilled CTF players found many aspects vexing, unnec-
essarily complicated and burdensome. However, in theory,
the utility of libFuzzer is good. Consequently, we see a lot of
potential if the usability can be improved.
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Based on our observations, our recommendations for lib-
Fuzzer are:

• Assist users in finding suitable functions to fuzz It
would be useful if libFuzzer assisted users in identifying
functions worth fuzzing quickly. This was not an issue
for our CTF participants, but if libFuzzer is to see the
same level of adoption as static analysis, it needs to be
usable by non-experts as well.

• Fuzz-target creation This is one of the most important
points. It takes a lot of expertise to write anything but
the most trivial fuzz targets for libFuzzer. In the case of
Suricata, participants actually wrote multiple fuzz targets
for the same function to account for the different parsers.
Either assisting in creating fuzz targets or making the
coverage guided self-exploration of libFuzzer more in-
telligent would be a great benefit. It is essential for less
experienced users, but it would also save time and effort
for users like our CTF players.

• Build automation The building and linking process cur-
rently also requires a lot of manual work for non-toy
projects, and it also requires a good understanding of
how the different components interweave. It would be
highly desirable to automate a lot of this, so users do not
need to understand, or know of, these issues.

• Opt-out sanitizers: Currently the use of sanitizers is
opt-in, i.e., the user has to integrate them actively. We
would recommend including many of these by default
and letting users opt out if necessary.

• Support automatic stateful fuzzing Many situations
require stateful fuzzing to achieve good performance. In
libFuzzer, this is a completely manual task, and some
of our CTF participants even wrote their own stateful
fuzzers to deal with the situation.

• Improve Code Coverage Our study shows that Code
coverage plays a major role in the usability of libFuzzer.
Even our CTF participants struggled to write fuzz targets
that covered all the code of just one target function. This
had to be done manually because libFuzzer is not yet
powerful enough to do this on its own in a reasonable
time. Potentially focusing on code coverage close to
fuzz targets would be a worthwhile endeavor to increase
usability.

• Better documentation Finally, while this is not particu-
larly glamorous and is a well-known problem in many ar-
eas, we saw a clear need for better documentation. There
is a clear difference between the Clang Static Analyzer
and the libFuzzer documentation despite both belonging
to the LLVM project. The current libFuzzer documenta-
tion led some of our participants astray. In particular, we
recommend creating more complex examples instead of
just using toy examples.

8.3 Comparison

Since we conducted a within-subjects study, we were also
interested in our participants’ comparative view of the two
tools. To support our impressions from the interviews and
diaries, we also analyzed the number of positive and negative
comments to get an overview of the disposition towards the
two tools.2

The majority of CS participants favored the Clang Static
Analyzer when answering the question of which tool they
would want to use in the future, including those faced with
over 500 warnings in the hard task. In contrast, the CTF par-
ticipants had a somewhat ambivalent relationship to the Clang
Static Analyzer. In principle, they described the usability pos-
itively and had fewer negative comments for the Clang Static
Analyzer than for the libFuzzer. However, they did not see the
Clang Static Analyzer as a serious contender to find vulner-
abilities. As a result, they stated that they favored libFuzzer
for future use and often stated that they would only use the
Clang Static Analyzer for fixing style issues.

That is because they saw far more potential for libFuzzer
than for the Clang Static Analyzer and thus would use lib-
Fuzzer. The corresponding Table 11 can be found in the Ap-
pendix.

So, in summary, our interpretation of the results suggests
that poor usability of libFuzzer and the good usability of the
Clang Static Analyzer led CS students to prefer it despite the
poor utility. However, the CTF participants acknowledged
the better usability of the Clang Static Analyzer but saw too
little utility to want to use it for their work in the future and
tolerating the poor usability of libFuzzer due to its better
perceived utility.

9 Conclusion and Future Work

In this paper, we presented the first qualitative studies examin-
ing the usability of libFuzzer and the Clang Static Analyzer. In
the context of our study design, we found that the Clang Static
Analyzer offers good usability but poor utility, while libFuzzer
offers poor usability but better utility. Since static analysis
and fuzzing find different kinds of bugs, ideally, they would
both be used in tandem. For this, the usability of libFuzzer
would need to be improved to lower the bar for entry. To aid
in this, we identified several usability issues in libFuzzer and
make suggestions for improvements.
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A Semi-Structured Interview

A.1 CS Study
Task 1

• Please explain what you did in the first task.

– Do you have a point where you want to elaborate
on?

– Did you encounter any problems?

– Did anything went exceptionally well?

– Please elaborate on the output of the tool.

– Can you tell me something about the usability?

– Where do you see potential for improvement?

Task 2

• Please explain what you did in the second task.

– Do you have a point where you want to elaborate
on?

– Did you encounter any problems?

– Did anything went exceptionally well?

– Please elaborate on the output of the tool.

– Can you tell me something about the usability?

– Where do you see potential for improvement?

Comparison

• Please compare the two tasks.

• Do you have anything particular in mind that was com-
parably easy or hard?

• Would you want to use one of the tools, both or none in
the future? Why?

A.2 CTF Study

Static

• Please explain what you did in the task.

• How would you rate the usability of the Clang Static
Analyzer on a scale from 1-7, 1 very low, 7 very high?

• Please elaborate on the Usability of the Clang Static
Analyzer.

• Can you tell me something about the Output of the ana-
lyzer?

• What was your biggest problem?

• How would you rate the documentation again on scale
from 1-7?

Dynamic

• Please explain what you did in the task.

• How would you rate the usability of libFuzzer on a scale
from 1-7, 1 very low, 7 very high?

• Please elaborate on the Usability of libFuzzer.

• Please elaborate on your fuzz target.

• Have you used a dictionary or corpus?

• What did you think of the output?

• How did you interact with the output?

• How did you determine that the fuzzer is running well?
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Comparison

• Please compare the two tasks.

• Do you have anything particular in mind that was com-
parably easy or hard?

• Would you want to use one of the tools, both or none in
the future? Why?

general

• What is a security related bug?

B Clang Static Analyzer Overview

Program Clang Static Analyzer reports

Tesseract 476
protobuf 3.9.x 92
protobuf 3.8.x 121

util-linux 142
simple-obfs 15

cmatrix 3
vlc 219

wine 4746
netdata 32
darknet 73
libnice 3

obs-studio 456
jq 4

FFmpeg 639
yuzu 339

spdlog 0
simdjson 2

Table 5: Overview of GitHub projects and reports of Clang
Static Analyzer

C Overview of Task Ordering

first started drop-out submitted success
Static-easy 8 1 7 6
Static-hard 7 4 3 0

second started drop-out submitted success
Static-easy 4 2 2 2
Static-hard 3 1 2 0

combined started drop-out submitted success
Static-easy 12 3 9 8
Static-hard 10 5 5 0

Table 6: CS: static analysis overall statistics

first started drop-out submitted success
Fuzzing-easy 9 5 4 1
Fuzzing-hard 7 4 3 0

second started drop-out submitted success
Fuzzing-easy 7 3 4 1
Fuzzing-hard 3 2 1 0

combined started drop-out submitted success
Fuzzing-easy 16 8 8 2
Fuzzing-hard 10 6 4 0

Table 7: CS: fuzzing overall statistics

first started drop-out submitted success
Fuzzing 3 0 3 0
Static 3 0 3 0

second started drop-out submitted success
Fuzzing 3 0 3 0
Static 3 0 3 1

combined started drop-out submitted success
Fuzzing 6 0 6 0
Static 6 0 6 1

Table 8: CTF: static analysis and fuzzing overall statistics
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Participant Static Dynamic
Step 1 Step 2 Step 3 Bug Step 1 Step 2 Step 3 Step 4 Step 5 Bug Step 6 Corpus Toy

CS27-SFE no submission not started
CS31-SFE 7 3 3 3 7 / 7 3
CS1-SFE 3 3 3 3 no submission
CS9-SFE 3 3 3 3 no submission
CS19-SFE 3 3 3 3 no submission
CS15-SFE 3 3 3 3 2 / 3 2 7 / 7 (FT in TPr) 7 7
CS5-SFE 3 3 3 3 1 / 3 1 3 / 7 3 3 3 7 3 7

CS23-SFE 3 3 3 3 1 / 3 1 3 / 3 3 3 3 3 3 7

CS21-SFH no submission not started
CS25-SFH no submission not started
CS29-SFH no submission not started
CS7-SFH 3 3 3 7 no submission
CS13-SFH 3 3 3 7 no submission
CS17-SFH 3 3 3 7 7 / 7 7
CS3-SFH 3 3 3 7 m / m m 7 / 7 7 3

Participant Dynamic Static
Step 1 Step 2 Step 3 Step 4 Step 5 Bug Step 6 Corpus Toy Step 1 Step 2 Step 3 Bug

CS2-FSE no submission not started
CS10-FSE no submission not started
CS12-FSE no submission not started
CS20-FSE no submission not started
CS32-FSE no submission not started
CS11-FSH no submission not started
CS14-FSH no submission not started
CS22-FSH no submission not started
CS28-FSE 7 / 7 no submission
CS16-FSE 7 / 7 7 3 3 3 3
CS24-FSE 1 / 3 1 3 / 7 7 3 3 3 3 3
CS6-FSE 2 / 3 2 3 / 7 3 3 3 3 7 7 no submission

CS18-FSH 7 / 7 7 7
CS26-FSH m / m m m / m 3 3 3 3 7
CS4-FSH 7 / 7 3 3 3 3 7
CS8-FSH 1 / 7 m 7 / 7 3 3 3 3 7
CS30-FSH 7 / 7 7 / m not started

Table 9: CS overall

Participant Static Dynamic
Step 1 Step 2 Step 3 Bug Step 1 Step 2 Step 3 Step 4 Step 5 Bug Step 6 Corpus Toy

CTF1-SF 3 3 3 7 no submission
CTF5-SF 3 3 3 7 1 / 3 1 7 / 7 7 7
CTF3-SF 3 3 3 7 1 / 3 3+ 3 / 3 (FT in TPr) 3 3 7 3 3 7
CTF7-SF 3 3 3 7 1 / 3 11 3 / 3 3 3 7 3 3 7

Participant Dynamic Static
Step 1 Step 2 Step 3 Step 4 Step 5 Bug Step 6 Corpus Toy Step 1 Step 2 Step 3 Bug

CTF8-FS no submission not started
CTF4-FS 1 / 3 1 3 / 3 (FT in TPr) m m 7 3 7 3 3 3 7
CTF2-FS 1 / 3 1 3 / 3 (FT in TPr) 3 3 7 3 3 7 3 3 3 7
CTF6-FS 1 / 3 10 3 / 3 (FT in TPr) 3 3 7 m 7 7 3 3 3 3

Table 10: CTF overall
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D Comments and Usage in Future

Participant
Comment Use in Futurestatic dynamic

positive negative positive negative static dynamic none

CS5-SFE 4 2 2 9 3 3
CS15-SFE 4 4 1 7 3 3
CS16-FSE 6 1 0 5 3
CS23-SFE 3 3 1 9 3
CS24-FSE 8 7 3 3 m m m
CS31-FSE 2 4 1 2 3

∑ easy 27 21 8 35 4 2 1

CS3-SFH 8 6 0 5 3
CS4-FSH 6 6 2 6 3 3
CS8-FSH 6 6 0 7 3

∑ hard 20 18 2 18 3 1 0

∑ 47 39 10 53 7 3 1

Table 11: CS: Comments and usage in future of the static and dynamic analysis tools

Participant
Comment Use in Futurestatic dynamic

positive negative positive negative static dynamic none

CTF2-FS 2 3 2 10 3 3
CTF3-SF 2 5 1 2 3 3
CTF4-FS 2 5 1 6 3
CTF5-SF 4 2 0 4 3 3
CTF6-FS 2 4 2 5 clean code 3
CTF7-SF 8 5 0 4 3

∑ 20 24 6 31 3 6 0

Table 12: CTF Comments and usage in future of the static and dynamic analysis tools

E Demographics

Gender Male: 26 Female: 5 Other: 0 No Answer: 1
Age min: 22, max: 34 mean: 26.03, median: 25 sd=2.95, NA=0

Table 13: CS Participant Demographics

Gender Male: 8 Female: 0 Other: 0
Age min: 19, max: 32 mean: 23.25, median: 22 sd=4.2, NA=0

Table 14: CTF Participant Demographics
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