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ABSTRACT CCS CONCEPTS 
When conducting qualitative research it is necessary to decide how 
many researchers should be involved in coding the data: Is one 
enough or are more coders benefcial? To ofer empirical evidence 
for this question, we designed a series of studies investigating 
qualitative coding. We replicated and extended a usable security 
and privacy study by Ion et al. to gather both simple survey data 
and complex interview data. We had a total of 65 students and 
seven researchers analyze diferent parts of this data. We analyzed 
the codebook creation process, similarity of outcomes, inter-rater 
reliability, and compared the student to the researcher outcomes. We 
also surveyed fve years of SOUPS-PC members about their views 
on coding. The reviewers view on coding practices for complex and 
simple data are almost identical. However, our results suggest that 
the coding process can be diferent for the two types of data, with 
complex data benefting more from interaction between coders. 

• General and reference → Reliability; Empirical studies; • Se-
curity and privacy → Human and societal aspects of security 
and privacy. 
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1 INTRODUCTION 
Qualitative content analysis is a common research method in the 
feld of Human Computer Interaction (HCI). Diferent forms of 
qualitative analysis are used to generate theory [e.g. 53], investi-
gate         
yses [e.g. 22, 60] or add depth to existing ones [e.g. 15, 43]. One 
commonality between many types of qualitative analysis is the 
process of coding textual, image, video, or audio data, where one or 
more researchers assign so-called codes to segments of data [65]. 

In this paper, we will examine aspects of this coding process, 
including the effects of multiple coders for two different kinds of 

novel topics [e.g. 68] and inform follow-up quantitative anal-
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data, inter-rater reliability as well as the effect of experience and 
background on coding outcomes. This research was done in the 
context of the HCI sub-feld of Usable Security and Privacy (USP). 
The sub-feld was chosen since the authors have been involved in 
the paper reviewing and acceptance process as reviewers, program 
committee (PC) members, area chairs, and program chairs in the 
area of usable security and privacy. In these roles, the authors have 
participated in discussions about the quality criteria of coding prac-
tices that papers need to fulfll to be acceptable. For instance, we 
have seen lively debates and papers being turned down, with the 
argument that only one researcher coded all the data weighing 
heavily in the decision. In these debates, arguments were based 
on informal common practices within the community. This is sim-
ilar to reviewers referencing community norms on conducting 
usability evaluations [25] in HCI and for adhering to perceived 
statistical standards [3], e.g. regarding sample size [4] in medicine. 
Consequently, when advising our students, we usually recommend 
the use of at least two coders to fulfll the informal quality criteria 
even when other guidelines suggest that these quality criteria are 
not applicable in all cases, e.g., that when data is straightforward 
and easy, multiple coders may not be necessary [42]. To offer empir-
ical insights into these kinds of decisions, we present the results of 
an experiment evaluating the coding process involving 65 students 
and 7 researchers. We limit our claims to the USP sub-feld since we 
are less familiar with the informal quality criteria in other sub-felds. 
While our motivation and analysis are rooted in this sub-feld, we 
hope that our results will be helpful in the broader HCI community 
as well. 

We conduct a study to analyze qualitative coding outcomes of 
coders working in groups of two or three, to answer the following 
research questions: 

RQ1.1: How does simple vs. complex data affect the similarity 
of results of two coders within a group of coders? 

RQ1.2: How does simple vs. complex data affect the similarity 
of results between groups of two coders? 

RQ2: How does coders’ previous experience with qualitative 
data analysis afect the results? 

RQ1 was motivated by our experience of discussions on this 
topic during the paper review process and the divergence between 
recommendations of always using two coders [12] and more re-
laxed recommendations [42]. RQ2 arose when we found differences 
between student and researcher coders. Prior work has examined 
the infuence of researcher characteristics, such as epistemologi-
cal stance [21, 35], experience [21] and background on qualitative 
analysis outcomes when using different qualitative analysis meth-
ods [14]. To look at researcher infuence, we compare outcomes 
when different researchers use the same method. To compare our 
results with the reviewers’ perspective, we additionally explored 
the following research question: 

RQ3: Which quality criteria do reviewers currently apply to 
qualitative research in the feld of USP? 

Based on McDonald’s definition of simple and complex data [42], 
we replicate and extend parts of the “No one can hack my mind” 
study [13, 32] to collect what we think are good representatives for 
simple and complex data in the feld of USP. For the simple data, 

we asked participants to state security advice using a survey in-
strument. We consider this data to have only a small interpretative 
range and thus could potentially only require one coder. For the 
complex data, we interviewed participants about their views on 
the practicality and efectiveness of that security advice, leading to 
data with a larger interpretative range. 

We had a total of 65 students who were taking a course in the feld 
of USP, and seven researchers analyze diferent parts of this data. We 
analyzed their codebook creation process, similarity of outcomes, 
inter-rater reliability and compared the student to the researcher 
outcomes. We also surveyed Symposium on Usable Privacy and 
Security (SOUPS) program committee members from the last fve 
years about their views on coding. We evaluate and discuss our 
fndings in the context of current reviewer preferences and make 
recommendations for authors and reviewers for whom this data is 
applicable. 

2 RELATED WORK 
This work investigates how researchers and the type of collected 
data infuence the results of the qualitative analysis process. We 
briefy introduce qualitative analysis, including common terminol-
ogy, and discuss coding practices in USP. Additionally, we present 
works investigating qualitative analysis methods on a meta-level. 

2.1 A Short Introduction to Qualitative Analysis 
Qualitative analysis is an approach for understanding how texts, 
e.g., interview transcripts, open-ended survey responses, or other 
documents, answer specifc qualitative research questions. Usually, 
researchers start with a close reading of the underlying material. 
Afterward, they assign labels, so-called codes, to relevant parts 
of the text to structure the content and get an overview of the 
entire material. There are two general approaches to assigning 
codes: inductive coding, where researchers create new codes based 
on the analyzed content, and deductive coding, where researchers 
apply a pre-defned set of codes. The set of codes is also called a 
codebook. Some researchers extract themes from the data for the 
analysis [10]. When the analysis involves multiple researchers, they 
usually discuss disagreements about code assignments. Sometimes 
they also calculate and report an inter-rater reliability value. 

2.2 Coding Practices 
Many diferent coding practices are used in the feld of USP. Rec-
ommendations like those of McDonald et al. [42] suggest that only 
one coder codes when a researcher has special expertise, which is 
common in ethnographic research [e.g. 46, 53, 61], or where data 
is simple, e.g., when coding survey responses [e.g. 22]. However, 
most published work in USP involves multiple coders coding the 
same data. These may code everything, either independently [e.g. 
38, 62] or jointly [e.g. 55]. Multiple coders may also code a subset of 
the data, before splitting up the remaining data [e.g. 5, 6, 22, 56, 69]. 
The subset of double coded data ranges from 8.7% of responses [69], 
through 20% of data [56], 7 of 16 interviews (43.8%) [22] and one 
third (33%) of transcripts [6] to 16 of 26 (61.5%) transcripts [5]. Usu-
ally, splitting the data and continuing the coding process separately 
is justifed by high agreement between multiple coders. Qualitative 
analysis encompasses more than just coding data and the coding 
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process may serve diferent purposes. In all scenarios presented 
above, more researchers may be involved in diferent phases of the 
analysis process, e.g., when establishing a codebook or discussing 
fndings and developing a theory. 

Reporting and agreement measures difer as well. Agreement 
may be based on a codebook [e.g. 5] or the assignment of con-
crete codes to data [e.g. 56]. Diferent measures of agreement may 
be reported for specifc topics in the codebook [e.g. 49], or as an 
overall agreement [e.g. 56]. Agreement procedures are often itera-
tive and include phases of coding, discussions, and adjusting the 
codebook [e.g. 5]. They can also involve calculating inter-rater relia-
bility (IRR) or similar statistical measures [e.g. 22]. Another aspect is 
the status of agreement after the coding process, i.e., whether all con-
ficts have been resolved and full agreement has been reached [e.g. 
in 2, 23], or whether disagreements remain [e.g. in 56, 60], and if 
and how these disagreements are discussed. 

Researchers also refer to diferent methodological approaches, 
such as Grounded Theory [e.g. 16, 41, 45], the General Inductive 
Approach [e.g. 46, 61], or Thematic Analysis [e.g. 28, 47, 62]. How-
ever, the analysis process is then not always described in detail, 
making it unclear whether there is a shared understanding of the 
analysis process among researchers stating to use the same method. 

In summary, this variation can make planning a qualitative anal-
ysis process daunting, especially for novice researchers. Due to the 
wide range of diferent analysis approaches used in the USP litera-
ture, researchers seeking to justify their methodological approach 
can always refer to a similar approach, or may even mix and match 
diferent approaches. 

2.3 Quality criteria for qualitative research 
The review process ensures quality control of research before fur-
ther dissemination. Quantitative research has well-established qual-
ity criteria: Usually, reviewers focus on reliability, validity, and 
generalizability [11]. If and how these criteria apply to qualitative 
research is part of an ongoing discussion [11, 26, 36, 40]. 

2.4 Meta-Analyses of Qualitative Methods 
Prior work comparing diferent methods of qualitative analysis fo-
cused on specifc methods or approaches. For example, Blair subjec-
tively compared open coding and template coding [9], concluding 
that the coding technique should ft a researcher’s mindset and 
research paradigm. Dufour and Richard found that using Grounded 
Theory and the Generalized Inductive Approach led to comparable 
results regarding the insight into the phenomenon, but there were 
diferences regarding the depth of analysis reached [18]. Thematic 
Analysis and Rapid Analysis were found to produce largely similar 
outcomes with much overlap but also some distinct fndings [57]. 
However, these may be attributed to diferent levels of immersion 
into the topic for the diferent groups of researchers [57]. Wertz 
et al. analyzed the same data using fve diferent approaches: Phe-
nomenological Psychology, Grounded Theory, Discourse Analysis, 
Narrative Research, and Intuitive Inquiry [65]. While they discuss 
and compare these approaches and fnd that all incorporate some 
similar methods in their analyses, such as beginning with an open 
reading of the data, taking on a refective stance, and letting patterns 
emerge from the data, there are also methodological diferences [65]. 

Their analysis is not focused on assessing the similarity of results; 
instead, they acknowledge each researcher’s approach to analysis 
as having a unique impact on the results [65]. Work about analytical 
pluralism, i.e., applying multiple qualitative analysis methods to 
the same data within the same study, also combines and compares 
the use of different qualitative approaches [14], e.g. variants of 
phenomenological analysis [35], variants of narrative analysis [20], 
or more different methods, like grounded theory, interpretative 
phenomenological analysis, Foucauldian discourse analysis and 
narrative analysis [21]. A single researcher can use multiple meth-
ods in their analysis [20, 67], or the different methods are applied 
by different researchers [21, 35]. Sanders and Cuneo investigate 
reliability in the coding process for a relatively simple, somewhat 
ordinal coding scheme applied to judge student submissions, and 
they focus on the social dynamics between coders [50]. However, 
their coding was not intended to aid sense-making [50]. 

Other publications investigate reliability but not in the context 
of qualitative analysis. Expert and novice users of a website accessi-
bility evaluation tool were compared concerning their agreement in 
accessibility judgments [7]. Reliability of heuristics in the common 
usability method heuristic evaluation was also evaluated in various 
contexts [29], e.g., basic user interface elements [34], websites [54], 
and gaming [66]. 

To date, the similarity of results when diferent researchers qual-
itatively analyze the same data using the same method has not yet 
been investigated. 

3 EMPIRICAL EVALUATION OF THE CODING 
PROCESS IN QUALITATIVE ANALYSIS 

In the following, we present two content-level studies on security 
advice, one generating complex data from interviews and the other 
simple data from survey answers. Two meta-level studies analyze 
researchers’ and students’ analysis processes for these content-level 
study data. Table 1 shows an overview of the involved participants. 
Table 2 provides an overview of the conducted studies. While the 
R abbreviations in the tables represent a single researcher, the S 
abbreviations represent a group of students (usually two) since we 
always analyze them as a group. 

3.1 Choosing a Suitable Security Topic as a Basis 
for our Meta-Study 

In their review of qualitative analysis practices, McDonald et al. 
describe diferent scenarios when or not to use IRR [42], with one 
aspect centering on the ease of coding. Concrete statements can be 
coded with relative ease when trying to code, e.g., for the presence 
or absence of clearly defned phenomena or when the coding task 
itself is clearly specifed. On the other hand, less concrete statements 
are harder to code, especially when the exact area of interest is not 
known before the coding process and researchers are identifying 
areas of interest through the coding process. To investigate this 
empirically, we chose a topic from the domain of USP where we 
could gather these two diferent types of data: Security advice. 

We conducted two studies, see Table 2: (1) content-study-simple, 
a survey on security advice and related behavior, replicating Ion et 
al.’s and Busse et al.’s work [13, 32], and (2) content-study-complex, 
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Abbreviation    

S1c - S15c Students 2021 
interviewed participants of content-study-complex 
coded data of content-study-complex 

A 

S1s - S19s Students 2022 coded data of content-study-simple A 
R1 Researcher coded data of content-study-complex A 
R2 

R3 

Researcher 

Researcher 

coded data of content-study-complex 
coded data of content-study-complex 
co-author 

A 

B 

R4 Researcher coded data of content-study-complex 
co-author 
course instructor 2021 

B 

R5 Researcher coded data of content-study-complex 
coded data of meta-study-complex 
co-author 

A 

R6 Researcher 

course instructor 2022 
coded data of content-study-simple 
coded data of meta-study-simple 
co-author 
course instructor 2021 and 2022 
coded data of content-study-complex 
coded data of content-study-simple R7 Researcher Acoded data of meta-study-complex 
coded data of meta-study-simple 
co-author 

A 

Experience Involvement Institution

Table 1: Overview of all parties involved in the empirical evaluation. S abbreviations represent groups of students. R abbreviations 
represent single researchers. 

Study Type Researchers Participants Year 

S1c - S15c,content-study-complex interview recruited by S1c - S15c 2021R1 - R5, R7 
S1s - S19s,content-study-simple survey recruited on MTurk 2022R6 - R7 

S1c - S15c,meta-study-complex meta-study R5, R7 2021-2022R1 - R5, R7 
S1s - S19s,meta-study-simple meta-study R6, R7 2022R6 - R7 

Table 2: Overview of the studies conducted for the empirical evaluation of the coding process. 

a qualitative interview study about reasons for trusting security 
advice and perceptions of realism and efectiveness. 

On the one hand, security advice itself is a concrete statement 
or recommendation and can be coded with relative ease to identify 
advice, especially since previous work already identifed categories 
of advice. In our study, this type of data, which we collected in a 
survey, is represented as simple to code (s in participant quotes). 
On the other hand, reasons and opinions regarding the judgment 
of security advice are not as straightforward. For example, experts 
disagree on the efectiveness and realism of security advice [13, 32]. 
We consider this type of data, which we collected through inter-
views, complex to code (c in participant quotes). We recognize 
that complexity does not arise purely through the method of data 

collection, however, within our meta-analysis, the survey data rep-
resents simple data, and the interview data embodies complex data. 
Other USP examples for simple coding could be identifying types 
of vulnerabilities [63], assigning security scores [24, 45] or other 
cases, where the scope of coding is well-defned. These examples 
have in common that segmentation is not an issue, and that coding, 
once the codebook is established, pertains to judging whether a 
concept is present or absent in the data. Further examples of cod-
ing complex data are coding sketches of mental models of various 
concepts [33, 37] or exploratory data analysis of interviews about 
implementing cryptography [27]. In general, when it is not clear 
what aspects of the data should be coded, as in open coding [52] or 
more general, in inductive coding, this can be considered complex. 
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In general, we believe these two types of data are typical for 
commonly analyzed data in the USP domain regarding the degree 
of necessary interpretation. These two content-studies serve as the 
basis for our meta-study about the coding process. 

3.2 Meta-Studies 
To understand how diferent data types and researcher experience 
afect the outcomes of qualitative analysis we conducted a meta-
study based on the two content-level studies described above. At 
the meta-level, we compared how coders at diferent experience 
levels (students, researchers) perform the qualitative analysis of the 
content level following a general inductive approach [59]. 

To investigate the usefulness of multiple coders, we wanted 
to compare the outcomes of the coding process within (RQ1.1) 
and across multiple diferent groups of coders (RQ1.2). We started 
by recruiting students from an introductory course on scientifc 
methods and USP, who participated in designing and conducting 
content-study-complex. To analyze reliability, multiple students 
coded the same sets of interviews and submitted their progress 
at predefned points in the analysis process. The two researchers 
teaching the course (R5 & R7) coded the interviews following the 
same procedure to have an overview of the data and compare the 
students’ assessment to their own. During the data analysis process, 
we noticed diferences between the students and the instructors, 
which we hypothesized, were due to the diference in expertise. To 
test this (RQ2), we recruited two additional researchers from the 
same research group (R1 & R2) and then two researchers from a 
diferent institution (R3 & R4). 

To investigate the efect of simple and complex data (RQ1), and 
empirically evaluate the guidelines put forward by McDonald et 
al. [42], we collected security advice in a survey like Busse et al. [13] 
in the next iteration of the aforementioned course, and repeated 
the analysis process with a diferent sample of students, and R6 and 
R7 as the instructors of that course iteration. 

3.3 Interview Study (Complex data) 
In the following, we describe the data collection and analysis pro-
cess with regards to the complex interview data. 

3.3.1 Interview Procedure. We conducted the study in the summer 
semester 2021. During the course and exercises, students learned 
about interviewing and participated in developing an interview 
guideline for a semi-structured interview. 

The interviews extended Busse et al.’s work on IT security advice 
[13] by focusing on participants’ reasons for selecting and trusting 
specifc pieces of advice. We especially asked participants about the 
advice’s efectiveness at keeping users secure and its realism, i.e., 
the likelihood that users follow advice, since Busse et al. highlighted 
this contentious topic. The interview script was designed to answer 
the following content-level research questions: 

• Why is some advice rated efective, but not realistic? 
• What factors infuence how much advice is trusted? 

3.3.2 Content-Study Analysis. Participating students each recruited 
an interview participant, conducted the interview via Zoom and 
recorded the audio for transcription. A professional transcription 
service transcribed the recordings using the simple rules of Dresing 

and Pehl [17]. As shown in Figure 1, we selected a random sam-
ple of 18 of 28 of the interviews and split this sample into three 
subsamples of six interviews each. We balanced the length of the 
interviews in each subsample, so that students had similar work-
loads. Students analyzed one of the three interview subsamples. We 
followed this approach of dividing the data and having multiple 
subsamples for analysis to ensure that characteristics of the analysis 
outcomes were not due to the exact analyzed content. 

R5 and R7 went through the transcriptions and checked them 
for accuracy. For each of the three subsamples, we selected two 
initial interviews, for which we checked they were sufciently 
complex to yield multi-faceted codebooks. For the content-level 
analysis process described in the following, everyone who coded 
the data of content-study-complex (see Table 1) was advised to 
base their coding on the research questions named in Section 3.3.1. 
Each student chose a research partner to work with on the coding 
task and followed a general approach to inductive coding [59]. We 
randomly assigned partners to those who had not chosen a partner. 
Students submitted their progress at predefned steps in the coding 
process to allow us to monitor their work, see Figure 2. 

First, students individually coded the two initial interviews and 
submitted their initial codebook with their coded transcripts (sub-
mission c1). They refned and merged their codebook with their 
chosen research partner, independently recoded the initial inter-
views with the merged codebook, and submitted the merged code-
book and the recoded interviews (submission c2). Students then 
coded the remaining four assigned interviews using the merged 
codebook. If they found that new codes were necessary, they could 
add those codes and discuss them with their research partner. They 
then submitted the remaining coded interviews and the fnal code-
book (submission c3). Finally, the students developed themes from 
their codes and summarized the most important ones in a mindmap, 
which they also submitted (submission c4). 

R5 and R7 followed the same process as the students, but for 
the whole set of 18 interviews. They had already seen all of the 18 
interviews during the anonymization process, and thus could not 
unbiasedly work on a subset anymore. R1 - R4 followed the same 
process as the students, for a subsample of 6 interviews. 

3.3.3 Meta-Level Analysis. We used a meta-level analysis to un-
derstand how different researchers analyzed the interview content. 
The meta-analysis of the interviews was conducted by R5 and R7, 
jointly, using the printed documents, whiteboards, sticky notes, and 
the software MaxQDA [1]. Non-digital phases of the analysis were 
documented through photographs and partially digitized to make 
the results more accessible for further analysis. We traced the ap-
pearance of concepts throughout the analysis process, to see which 
of those present in the fnal result (mindmaps) had already been 
present in the initial codebooks. To answer RQ1.2 and compare the 
analysis results with respect to similarity between groups of data 
analysts, we analyzed mindmap content and structure. We induc-
tively and iteratively developed a codebook of structural aspects of 
the mindmaps. When noting a new, repeatedly occurring structural 
element, we recoded previously analyzed mindmaps. Mindmap con-
tent was coded as related to the content-level research questions, 
i.e., either to efectiveness, realism, or trust (or a combination of 
two or more of these) and only presence or absence of concepts was 
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Figure 1: Process of Data Preparation and Visualization for Empirical Evaluation 

Figure 2: Interview coding process and submitted outcomes 

coded. We were liberal in assigning codes, coding a concept even 
when it was adopted from the interview guideline, so the results can 
be considered an upper limit of similarity. We only coded concepts 
when we recognized which research questions they belonged to, or 
else if the relationship to a diferent abstract topic was clear. 

To investigate the infuence of diferent data analysts within a 
group on the coding process (RQ1.1), we coded the initial codebooks 
with respect to their content, using the same codebook as for the 
mindmaps to be able to see which concepts came from which of 

the researchers. In our analysis we again consider only presence or 
absence of concepts, even though we coded multiple instances of 
the same concept per codebook, to prevent overlooking concepts. 

We also used MaxQDA to calculate the achieved IRR for all 
coded interviews in the fnal submission, as well as separately for 
the initial two and the remaining four interviews as coded in the 
fnal submission. Since we had not pre-specifed segments prior to 
coding, we chose to calculate IRR for diferent levels of minimum 
overlap between segments and chose 85% overlap to use in further 
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analysis, as this was the point where agreement levels stabilized. 
This accounted for small diferences, such as one coder deciding to 
exclude punctuation marks or additionally coding fller words. 

To summarize, to answer part of RQ1, we analyzed artifacts 
(mindmaps, codebooks, and coding) of the analysis of complex data 
for similarity, both between groups of data analysts, e.g. when com-
paring fnal results (RQ1.2) and within a group of data analysts, e.g. 
by calculating IRR or conducting change tracking from the initial 
codebooks to the mindmaps (RQ1.1). To answer RQ2, in our compar-
isons between groups of data analysts, we specifically focused on 
differences between groups of researchers and groups of students. 

3.4 Survey Study (Simple Data) 
3.4.1 Survey Procedure. We re-ran two surveys from Busse et al. 
on Amazon Mechanical Turk [13]. The frst survey asked: “What are 
the top 3 pieces of advice you would give to a non-tech-savvy user 
to protect their security online?” The second survey asked: “What 
are the 3 most important things you do to protect your security 
online?” The diference between these two questions is not relevant 
to this paper but is stated for completeness. 

3.4.2 Content-Study Analysis. Figure 1 shows the selection process 
for the data analyzed in content-study-simple. We selected a ran-
dom subset of submitted security advice. This included submissions 
we considered invalid, i.e., participants submitting random words 
or numbers, to give the students a realistic scenario. We divided 
this sample into three subsamples of 300 pieces of advice each. 

Figure 3 shows an overview of the survey analysis process. Stu-
dents again worked with self-selected partners. Their frst task was 
establishing a codebook with their partner, which was submitted 
(Submission s1). Students then independently coded their assigned 
advice with the shared codebook and were allowed to amend the 
codebook during their further analysis. In the end, they submitted 
both the coded advice as well as their fnal version of the codebook 
(Submission s2). 

3.4.3 Meta-Level Analysis. R6 and R7 mixed deductive and induc-
tive coding to analyze the fnal submitted codebooks, starting with 
the codes reported as the most frequent types of advice in prior 
work [13, 32] and adding additional codes, as they appeared in the 
students’ codebooks. The four broad areas from previous work were 
Account security, Mindfulness, Security software, and Updates. Other 
advice from prior work was not listed under a specifc category, so 
we subsumed it as Technical. All diferences were resolved through 
discussion. 

The results were compared for the fnal codebooks, which were 
the fnal outcome of the survey study. We compared appearance of 
concepts in codebooks using outputs of the code matrix browser 
supplied by MaxQDA. Similarly to the interviews, we also calcu-
lated IRR between each pair of researchers for their fnal coded 
submission. 

Advice given by the current sample of MTurk participants was 
similar to the advice reported most frequently in prior work [13, 
32]. Like in the replication by Busse et al. [13], some new advice 
appeared in our sample, while other advice which had been popular 
in the past, did not appear as often anymore. Since we focus on 

the meta-study, we do not report on details of the specifc security 
advice. 

3.5 Participants 
There are two groups of participants in our empirical evaluation 
of the coding process. At the content level, participants were inter-
viewed or answered the survey. At the meta-level, the students and 
researchers who analyzed the data, were also research participants, 
as we further analyzed their analysis process. As our focus is on the 
meta-studies, we only provide further information on participants 
of these studies (see Table 2) here. 

3.5.1 Students. We recruited the data analyzing students from two 
iterations of a Bachelor’s course on topics and research methods in 
usable security at a Central European university in the summer of 
2021 and 2022. All students studied either IT security or computer 
science. They participated in the development of a data collection 
instrument and in analyzing the collected data. Our analysis will 
focus on the analysis process since we had the most control over 
this aspect of the collaboration. However, they were able to earn 
bonus points for their exam through their voluntary participation 
in each of these steps. 

In 2021, 31 students signed up to analyze interviews, and in 
2022, 40 students analyzed surveys. Six did not submit their work 
(2 analyzing interviews, 4 analyzing surveys). 

We asked the 2022 cohort of students if they had prior experience 
in qualitative coding before taking the course. Three of 36 (8.3%) 
stated they did. Unfortunately, we did not ask this question in our 
2021 cohort of students at the time. We contacted the students in 
2022 but only got a response from 30% of them. These all stated to 
have no previous experience. We followed up with those students 
stating to have experience and asked them about the types of data 
they had analyzed, and the methodological frameworks they had 
used and to roughly estimate the amount of data/time spent in anal-
ysis. One had analyzed interview data but did not specify further 
details about their experience, one had spent about 2 hours using 
the General Inductive Approach [59] to code originally written 
material, like survey answers, and one had spent about 160 hours 
applying critical discourse analysis [19] to data from interviews 
and focus groups. 

With few exceptions, the students did not have previous experi-
ence with qualitative analysis and we will refer to them as Students 
in the following (Sc for those analyzing the more complex data 
from the interviews and Ss for those analyzing more simple survey-
data). The students worked in groups of two to three, and when 
referring to specifc groups of students, we use abbreviations as 
follows: S[number]c/s. Numbering includes those groups which 
were excluded from the analysis. We append alphabetic characters 
to denote individual students within the groups, so the two students 
in group S2c would be referred to as S2c-A and S2c-B. Numbering 
starts afresh for the diferent data types. 

3.5.2 Researchers. A total of 7 researchers participated in data 
analysis for this project, as shown in Table 1. We will refer to groups 
by adding an ampersand between the researchers’ identifers, e.g., 
R5&7 for the 2021 course instructors. 
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Figure 3: Survey coding process and submitted outcomes 

R5 and R7 coded the whole set of 18 interviews. Both had pre-
pared course materials on qualitative analysis, both had been em-
ployed at a university in positions related to research for about four 
years and R7 had conducted and published a study using thematic 
analysis on roughly 15 hours of interview data. R5 was a student 
research assistant at the time of the study, while R7 was a PhD 
student. 

We recruited R1 and R2 from our research group and R3 and R4 
from a group at a diferent institution but working on similar topics. 
R1 - R4 analyzed a subset of the 18 interviews, like the students. We 
had intended for them to code the sample 3 interviews, but due to an 
error in the assignment process, they received the initial interviews 
of sample 3, but the additional four interviews of sample 2. 

However, we did not notice diferences in outcomes between 
the diferent subsamples of data, so this mishap did not further 
infuence our analysis. These four researchers had participated in 
the analysis process of multiple qualitative and mixed-methods 
studies prior to this study, but all of them had done research for at 
least four studies using qualitative methods and using both inter-
view and survey data, and R4 had additionally analyzed websites, 
videos and social media posts. R1 was a post-doc at the time of the 
study, while R2-R4 were Phd students in intermediate to advanced 
stages of their PhD. 

Their epistemological outlook difers: R1 and R2 both have a pos-
itivistic viewpoint, and identify most with internal realism, while 
R3 and R4 both see themselves as social constructionists, whereby 
R3 leans towards relativism and R4 towards nominalism. 

R6 and R7 analyzed a subset of the survey data. R6 was a student 
research assistant at the time of the study, had been employed in 
research-related positions for 2 years, and had participated in the 
analysis of roughly 6 hours of interview data, which resulted in a 
publication. Due to our fndings from the Student-simple groups’ 

analysis of survey data, and the low amount of diferences both 
within and between the groups, no additional groups of researchers 
coded the data. 

R5 and R6 were students at the time of the analysis, but more ad-
vanced than our student meta-level participants, and both had prior 
experience with research and had been employed at the university 
in research-related positions. In our meta-study-complex, we found 
the results of R5&7 to be closer to the researchers than the students, 
in terms of identifed concepts and level of abstractness. 

3.6 Ethics 
We conducted this study in Europe and thus collected and stored 
data in accordance with the strict privacy regulations of the General 
Data Protection Regulation (GDPR). One of our institutions’ Ethical 
Review Boards (ERBs) approved the meta-analysis. 

4 RESULTS 
To investigate the similarity of outcomes within and between groups 
(RQ1), we frst compare the coding results from complex data 
achieved by diferent groups, as well as the coding results from 
the simple data. Then we trace the origin of concepts from the 
mindmaps, which are the results of the interview analysis back 
to the initial codebooks. Based on this we describe structural dif-
ferences in the mindmaps and fnal codebooks. Finally, we share 
insights into the codebook merging process and compare the IRR 
achieved in different groups and analyzing diferent types of data. 
We specifically compare outcomes of student and researcher groups 
to cover RQ2. 
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Figure 4: Frequency of main concepts in mindmaps based on 
complex data (N=16) 

4.1 The Infuence of Diferent Data Types and 
Researcher Experience on the Analysis 
Outcomes 

To understand how the type of qualitative data and researcher 
experience infuence the resulting codes, we compared the content 
and structure of codebooks from diferent pairs of researchers with 
different levels of experience (RQ2) and between the interview and 
the survey study (RQ1.2). 

4.1.1 Comparing Outcomes for Complex Data. The fnal submitted 
outcome in the interview study was the mindmap depicting the 
most important concepts the students and researchers identifed. 
We compared the concepts appearing in the 16 diferent groups’ 
mindmaps to examine mindmap similarity. In total, we found 4 
main concepts, 3 relationships between the main concepts, and 
27 lower-level concepts, some of which appeared in association 
with multiple main concepts. First, we examined main concepts and 
noted if a group’s mindmap either directly contained information 
about this concept or concepts related to it. 

Figure 4 shows that some relationship to the main concepts 
from the research question, i.e. realism, efectiveness, and trust 
was present in all the researchers’ mindmaps, and in most of the 
students’ mindmaps. The concept of trust appears slightly less often 
than realism and efectiveness, perhaps since it was the focus of 
the second, rather than the frst of the two content-study research 
questions. For an example of a mindmap with some mention of 
concepts related to effectiveness and realism, but not trust, see Fig-
ure 6a. R3&4 introduced a new main concept that had not been part 
of the content-study research questions, examining the adoption 
process of security advice, see Figure 6b. Relationships between the 
three main concepts as depicted in the mindmaps were present less 
common than the main concepts themselves in both the researchers’ 
and students’ mindmaps. In our annotated mindmaps in Figure 6, 
relationships are represented by an overlap of codes associated with 
different main concepts, or by explicit connections between such 
codes. 

We also checked for lower-level of concepts, as displayed in 
Figure 5. Since there was a large amount of concepts, including 27 
different unique concepts, and 38 different combinations of lower-
level and main concepts, we only visualized concepts and combina-
tions which were present in at least 5 of 16 mindmaps containing 
this concept, to get an overview. Many of those lower-level con-
cepts represented often are relatively concrete, such as usability, 
efort, or user characteristics. These were probably easier to identify 
and are thus more common across mindmaps of diferent groups. 

Concepts related to efectiveness are less common than those re-
lated to realism and trust. This mirrors observations when coding, 
that the interviewees had trouble understanding efectiveness and 
naming factors that would infuence their judgment of efective-
ness and the interviewing students had difculties clarifying the 
question for their participant. So lack of clear understanding on 
both the interviewers’ and the interviewees’ side may have led to 
less common ground regarding efectiveness and consequently less 
representation of efectiveness in the mindmaps. As noted above, 
some concepts, like plausibility, or user characteristics appeared in 
relationship to diferent main concepts, so they are represented 
multiple times. 

Comparing appearance of concepts for diferent levels of research 
expertise, Figure 5 suggests that while the top concepts are present 
in all or most of the mindmaps of the researchers, the proportion 
of students’ mindmaps where this is the case declines more rapidly. 

4.1.2 Comparing Outcomes for Simple Data. Similar to the inter-
view study, we compared the fnal outcomes of each group’s analy-
sis process. For the survey, this was the fnal submitted codebook. 
Based on prior work [13, 32], we identifed fve diferent categories 
of advice and 71 individual pieces of advice throughout the 18 
diferent groups. We identifed 28 pieces of advice relating to Mind-
fulness, 18 for Account security, 9 each relating to Security software 
and Technical, 5 for Updates and 2 which did not ft any of these 
categories. An overview of the total amount of concepts identifed 
in each group’s codebook can be found in Figure 7. 

All fve categories of advice appeared in all fnal codebooks 
except for S13s and S2s, as shown in Figure 8. S2s’s codebook was 
very brief (2 categories and 4 subcodes) and they misunderstood 
the assignment somewhat. They judged the efectiveness of the 
advice from their point of view, rather than identifying types of 
advice. Out of the fve broad areas described above, their codebook 
only contained one identifable code about updates. S13s’s codebook 
was relatively brief as well and contained two very abstract codes 
which could not be clearly coded at all, as well as two types of 
advice which did not ft into any of the broad areas described above. 
Nevertheless, their codebook contained one code about mindfulness, 
one about security software, and one about updates. However, due 
to the lack of detail, we exclude these two groups from the rest of 
the analysis described in this section. 

Figure 9 shows the frequency of occurrence of individual pieces 
of advice in the outcomes for the simple data. Like for the more 
complex data, there was a long tail of advice identifed by only 
a few groups. Due to the larger amount of codes for this type of 
data, we adjusted our cut-of point to those concepts present in at 
least 10 groups, which were 15 of 71 total identifable concepts. It is 
noticeable that even though Mindfulness boasts the largest number 
of advice, only a proportionally small amount (3 out of 28) of this 
advice appears in more than 10 outcomes. This refects that there are 
many diferent ways mindfulness can manifest and that there were 
multiple similar, but not equal pieces of advice such as Don’t click 
links from unknown people and Be suspicious of links, or Be suspicious 
of e-mail, Don’t enter passwords on links in Email and Don’t open 
email attachments, and the concept of being suspicious applied 
to diferent, but related instances, e.g. links, e-mails, downloads, 
or fles. On the other hand, 5 of the 9 pieces of advice relating 



CHI ’23, April 23–28, 2023, Hamburg, Germany Ortlof et al. 

Figure 5: Frequency of concepts in interview-based mindmaps (only showing concepts that were present in the mindmap of at 
least 5 of the 16 groups) 

to security software are present in at least 10 outcomes. Security 
software is a more concrete topic than mindfulness, which may be 
the reason for the higher similarity in the results. 

When comparing across the diferent subsamples of the data, 
some concepts do not appear in all, or only in one of the three 
diferent subsamples of survey data. For example, Use biometrics 
is not present in subsample 1, and Use cloud storage is not in sub-
sample 2. On the other hand, hide data and check logs / search for 
anomalies are only present in subsample 3. These are instances 
where a concept simply did not appear in a subsample of data. 

Likewise, some concepts which featured prominently in prior 
work and were thus included in the codebook from the beginning, 
did not appear at all. In some cases, e.g., Use Linux, this may have 
been caused by our participant sample, which only consisted of 
MTurk workers, and likely did not include experts like in prior 
work [13, 32]. Other reasons could include diferent coding practices, 
e.g. Don’t enter passwords on links in e-mails was likely too specifc 
and replaced by Be suspicious of links. Finally, with regard to e.g. 
Turn on automatic updates, a practice may have become so widely 
adopted that participants did not deem it worth mentioning. 

4.1.3 Summary. In meta-study-complex, all three main concepts 
appeared across all the researchers’ outcomes, but especially trust 
did not in many of the students’ outcomes. There were only a few 
lower-level concepts, which a high number of groups had identi-
fed. The percentage of student groups identifying a concept de-
clined faster than for the researchers, suggesting higher overall 
similarity among the researchers, than among the students (RQ2). 

In meta-study-simple, the fve categories of advice were recog-
nized by almost all diferent groups. Regarding specifc pieces of 
advice, the length of the codebooks varies, and so does what each 

group considered relevant enough to be a code, leading to slightly 
diferent results for the groups. The necessary level of detail for the 
advice codes was not pre-specifed and may have additionally de-
pended on the amount of efort the students were willing to expend. 
However, given that the average amount of identifable concepts 
in the analyzed groups’ codebooks was 28.6 (SD=10.2), 15 specifc 
pieces of advice identifed by more than 10 of 16 groups suggests 
higher similarity for the coding of simple data than for complex 
data (RQ1.2). 

4.2 The Infuence of Researcher Experience on 
Mindmap Structure in Complex Data 
Analysis 

We examined several structural features of mindmaps: The level 
of abstraction of the mindmaps, presence of concrete security ad-
vice and how it was structured, if and how the research questions 
were present, the number of total concepts, the number of cross-
relationships outside of a tree structure, and the degree of detail 
in including advice sources. We also noted some aspects related 
to both content and structure. These were the presence of trust 
as a concept in the mindmap, distinguishing between private and 
professional actions, between expert and non-expert opinions or 
reasons, and between positive or negative framing in relation to 
the content-level research questions (efectiveness, realism of and 
trust in security advice). We will only address these concepts briefy, 
and focus instead purely structural aspects in the mindmaps. There 
were no structural diferences immediately noticeable between the 
students analyzing diferent subsets of the data, except for the as-
pects related to distinguishing between private/professional, and 
expert/non-expert, both of which only appeared for subsample 1, as 
this diferentiation was present specifcally in the interviews in this 
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(a) S14c’s mindmap 

(b) R3&4’s mindmap 

Figure 6: Examples of submitted mindmaps, recreated and translated by the authors where applicable. The mindmaps them-
selves were submitted by our participants, where each group used their own color scheme. Colored rectangles show our coding. 
The name of our code is in gray above the rectangle, the color depicts the associated main concept. 
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Figure 7: Number of identifable concepts for each of the 
submitted fnal codebooks for simple data 

Figure 8: Frequency of main concepts in 18 fnal codebooks 
based on simple data 

subsample. Other variation in mindmap structure was not caused 
by a group analyzing a specifc subsample. 

In the following, we describe the mindmap structure of researchers 
and students. For two examples of mindmaps, from a researcher 
and a student group, see Figure 6. We use the terms small, medium, 
or large based on the observed spread of the specifc feature. All re-
searchers had a medium number of nodes/concepts in their mindmaps, 
although the number of relationships outside of a tree structure dif-
fered. R1&2 did not have any such relationships in their mindmap, 
while R5&7 had a medium amount and R3&4 had many such cross-
relationships, see Figure 6b. Their mindmaps also reached a suf-
cient degree of abstraction, where it was possible to interpret and 
understand concepts in the mindmaps without having access to 
the interviews, and at the same time, the concepts were not too 
close to the actual interview content. Concrete instances of security 
advice were not present in the mindmaps. The main concepts from 
the research questions were at least to some extent present in the 
mindmaps, R1&2 named the research questions explicitly in their 
mindmap, R5&7 had the main concepts from the two content-study 
research questions as root categories, and for R3&4, not all research 
questions were thus represented, as trust showed up in codes, but 
not explicitly. Advice sources were not examined in detail in any 
of the mindmaps of the researchers. So, in summary, the structure 
of the researchers’ mindmaps was relatively similar amongst each 
other. 

Of the student groups, S7c did not submit a fnal codebook or a 
mindmap, and S11c did not hand in a mindmap, so we omit these 
two groups from this analysis. There was more variation in struc-
ture between the 13 remaining student groups. Most of the students, 
like the researchers, had a medium amount of nodes/concepts in 
their mindmap, but two groups also had a high amount, and three 
had a low amount of nodes. Most student groups did not diverge 
from a tree structure in their mindmaps, while one group had a 
few cross-relationships (S10c), one had a medium amount (S6c) and 

two had many (S2c and S3c). The degree of abstraction varied as 
well, nine of the groups reached a level of abstraction that could be 
interpreted similarly as with the researchers. Three had mindmaps, 
where the concepts were not abstract at all and thus very close to 
the interviews, and one mindmap was so abstract, that it was not 
interpretable at all without having knowledge of the interviews 
(S12c). A big diference to the researchers was the presence of con-
crete security advice in the mindmaps. Only two groups did not 
have security advice at all in their mindmaps, while eight had a 
node for security advice, which was linked to diferent examples of 
advice, in seven cases. Two, including S14c, as shown in Figure 6a, 
had security advice as categories with subnodes, and one group cat-
egorized the security advice with respect to aspects of the research 
questions. This behavior is also an aspect of abstraction since even 
though the interviews were about concrete instances of security 
advice, the research questions were about efectiveness and realism 
instead of the advice itself. The main concepts of these research 
questions were not at all present in the mindmaps of fve student 
groups, including S14c, two groups had the research question con-
cepts as main nodes, while four more groups represented some, but 
not all of the research questions this way. Two groups explicitly 
named the research questions in their mindmaps. Advice sources 
did not show up in much detail for most of the student groups, but 
one had details related to trust, and two only had concrete sources 
in their mindmap but did not draw more abstract conclusions. In 
summary, there was more variation between the diferent student 
groups. 

In partial answer to RQ2, comparing diferent levels of experi-
ence, the amount of abstraction was generally lower in student re-
searchers’ mindmaps. The most obvious sign of this is the presence 
of concrete advice in the mindmaps, as described above. Addition-
ally, students’ mindmaps frequently featured utterances from inter-
views or references to the interview guideline, such as question on 
usefulness not answered in S14c’s mindmap in Figure 6a. While con-
tent-wise, their mindmaps contained concepts related to the three 
main concepts, such as S14c’s mindmap to realism and efectiveness, 
they often did not name these concepts or explicitly connect them 
to the research questions, thus staying on a less abstract level of 
sense-making. This also becomes visible, when examining the 
more content-related aspects of structure. All three researcher 
groups did not distinguish between any of the three dichotomies 
private/professional actions, between expert/non-expert opinions 
or reasons, or between positive/negative framing of advice. How-
ever, fve of the student groups distinguished between positive and 
negative framing of the research questions, e.g. between not efec-
tive and efective. Additionally, within the analysis of subsample A, 
two groups distinguished between private/professional, and one 
group between expert/end-user. 

4.3 The Infuence of Multiple Coders on the 
Qualitative Analysis Process for Complex 
Data 

To further understand how multiple coders within a group infu-
ence the qualitative analysis process (RQ1.1) for complex data, we 
compared the codebooks between diferent stages of the analysis 
process. 
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Figure 9: Frequency of lower-level concepts in 16 fnal codebooks based on simple data 

4.3.1 Development of Codebooks. We examined content difer-
ences between the initial codebooks, where meta-level partici-
pants worked alone, and the fnal outcomes, the mindmaps. In 
the mindmaps of the diferent groups, we found between 2 and 19 
diferent concepts. We coded concepts in relation to the three main 
concepts from the content-level research questions: efectiveness of, 
realism of, and trust in security advice. Due to this process, relation-
ships between the three main concepts are also coded as concepts. 
Through coding the initial codebooks with the same codebook of 
concepts, we investigated the origin of diferent concepts visible in 
the fnal mindmaps. 

As can be seen in Figure 10, for all of the groups, except one, 
some concepts in the mindmap had not been present in either of the 
initial codebooks from the group. S12c’s mindmap was very sparse 
and only contained two identifable concepts. Likewise, the three 
students in this group also had short initial codebooks. The abstract 
concepts present in the mindmap had been present in all their 
initial codebooks. For the other groups, the proportion of new codes, 
which had not been present in any of the mindmaps, varies between 
5% and 67% (M=35%, SD=21%) The amount of concepts which had 
previously been present in multiple (in most cases: both) of the 
initial codebooks varies between 6% and 100% and was on average 
lower (M=28%, SD=26%) than the proportion of new concepts. Some 
concepts had only been present in one of the initial codebooks, so 
these concepts were introduced into that group’s outcome by that 
coder. It is noticeable that for many student groups, the amount 
of concepts introduced is quite diferent for the diferent partners, 
e.g., in S1c, S3c, and S6c, one coder did not introduce any concepts 
of their own that ended up in the mindmap, and for S4c most of 
the total amount of concepts came from the second coder. For S1c, 
it is even the case that all concepts in the mindmap either stem 
from only one of the coders or were introduced after the coders had 

started working together. In contrast, for other groups, such as S8c, 
S9c, and R1&2, the proportions of concepts originating from one or 
the other group member were relatively equal. In other cases, both 
group members contributed, but not quite in equal measures, such 
as in the remaining two researcher groups, R3&4 and R5&7. 

In summary, this shows that multiple coders working together 
had an impact on the content of the fnal outcomes, i.e., the mindmaps. 
In partial answer to RQ1.1, multiple coders were benefcial in ana-
lyzing complex data. 

4.4 The Infuence of Diferent Data Types and 
Researcher Experience on Calculated IRR 

When investigating agreement for complex data, we use MaxQDA’s 
measure of 85% overlap constituting agreement. We investigated 
agreement in diferent subsets of the coded interviews in the fnal 
submission, after all interviews had been coded independently with 
the shared codebook. 

As can be seen in Figure 11, for most of the groups, agreement 
was higher for the initial interviews and lower for those coded 
after establishing a shared codebook, resulting in a medium level 
of IRR for all interviews taken together (see Figure 12). This was 
less pronounced for some of the meta-level participants, such as 
two of the researcher groups. A notable exception to this pattern 
was S6c, where agreement was lower for the initial interviews and 
higher in the second round of coding. High agreement in the initial 
interviews could be caused by recoding of the frst two interviews 
already taking part jointly during the codebook merging process 
rather than individually afterward. For those groups with very 
high agreement, up to Cohen’s Kappa � of 1, coded segments were 
adopted as is for the frst two interviews. For example, S4c gen-
erated a shared codebook by merging the two initial codebooks, 
and both group members took over those coded segments from 
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Figure 10: Overview of concept origin: Upper part of the graph shows the total number of concepts present in the mindmaps, 
while the lower part of the graph shows the proportion of diferent origins for the concepts in the mindmap. 

Figure 11: IRR for diferent subsets of interviews 

each other that they had not included before. In S2c, adoption of 
coded segments took place one way: S2c-B adopted the exact coded 
segments from S2c-A’s merged codebook for their fnal submission, 
although S2c-A updated their coding in the merged codebook to 
incorporate some structure from S2c-B’s initial codebook. Those 
groups that did recode individually might have profted from the 
shared codebook being based on those two interviews, which were 
then recoded, and for which higher levels of IRR were then reached. 
The coders in S6c stuck closer to their original coding for the recod-
ing of the initial interviews with the shared codebook. Examples of 
this behavior included renamed codes used to recode a specifc seg-
ment but not adding new ones, and S6c-A generally coding smaller 

Figure 12: IRR compared for diferent data types and experi-
ence levels 

segments, compared to S6c-B coding larger segments of text. For 
the remaining four interviews, they did not have prior coding to be 
attached to, and both coded a combination of smaller, more focused 
segments and very large segments of text for broad concepts, such 
as text referring to a specifc advice, and thus reached a higher IRR. 
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When calculating IRR for the simple data, there were no segmen-
tation issues since each given advice was coded as a whole. When 
comparing the achieved IRR for the simple data to the complex 
data, IRR was notably higher for the survey data (range:0.30 to 0.97; 
median=0.70) than for the interview data as a whole (range:0.16 to 0.66; 
median=0.41), see Figure 12. This diference becomes even more 
pronounced when comparing to the interviews coded in the second 
round of coding (see Figure 11). Regarding RQ1.1, this shows that 
with complex data, there is more room for coders to see things 
diferently. In contrast, the codes based on simple data show less 
variation between the coders. 

On RQ2, for the complex data, two researcher groups were rela-
tively similar to each other regarding the achieved IRR, but one of 
them reached a higher level of agreement. The researchers’ achieved 
IRR was within the range of the diferent student groups’ IRR. For 
the second round of coding, where the infuence of those groups 
who had probably worked together to recode the frst two inter-
views was removed, R1&2 and R5&7 reached an IRR close to the 
median of all groups, while R3&4 had the second highest IRR. In 
total, the IRR of the researchers was in a similar range to the IRR 
of the students. Since the contents of their analysis outcomes dif-
fered, it may be sensible to include students in the coding process 
either when the codebook is already established or when working 
together with more experienced researchers. 

4.5 Summary: RQ1 and RQ2 
We found differences in outcome based on the type of analyzed 
data and the level of experience of the data analysts. For the com-
plex data, outcomes on main concepts were similarly present for 
most groups. However, for lower-level concepts, there was a lot 
of variation. For the simple data, the main topics appeared in all 
relevant codebooks, and the clearer the definition of a concept or 
specifc security advice was, the more similar the codebooks were 
on this topic. Overall outcomes between groups of data analysts 
were more similar when simple data was analyzed, than for complex 
data (RQ1.2). Within the groups analyzing complex data, members 
contributed different concepts to the fnal outcomes, and some con-
cepts appeared after interaction between coders. In general IRR 
was higher for simple data than for complex data (RQ1.1). 

Regarding RQ2, there were differences in the outcomes of re-
searchers (higher experience) and students (lower experience). Re-
searchers reached a higher level of abstractness in their outcomes 
than students. While the students’ outcomes were not as developed 
as those of the researchers, their direction of analysis was more 
similar to those of the researchers from their own institution (R1&2 
and R5&7). Content-wise, differences regarding the complex data 
were somewhat more pronounced between R3&4 and the other two 
researcher groups, R1&2 and R5&7. While there was variation in 
the outcomes of content-study-simple, there was no clear difference 
between R6&7 and the student groups as a whole. 

5 SURVEY OF SOUPS PC MEMBERS 
Due to our experiences of reviewer discussions at SOUPS and CHI, 
we wanted to get a more complete overview of current review-
ing practices regarding qualitative analysis. To achieve this, we 
surveyed researchers who had been members of the SOUPS PC in 

the last fve years (2018 - 2022) about their research background, 
experience, and the criteria they apply when judging qualitative 
research for this venue. We chose SOUPS since qualitative USP 
research is regularly published at this venue, and it is at the inter-
section of a highly quantitative research domain (security) and the 
more user-centered HCI community. Additionally, SOUPS has a 
close-knit community, with which some of the authors are familiar, 
which made it more likely for PC members to respond to the survey. 
The survey focused primarily on criteria as applied to the coding 
process. 

We asked participants to judge criteria as mentioned by Mc-
Donald et al. [42] and additionally asked questions relating to our 
empirical evaluation. Since PC members have busy schedules, we 
kept the survey short and mostly relied on closed questions while 
still ofering the possibility to specify detailed answers if desired. 

We conducted two pilot tests using the think-aloud method [8, 
p. 169f]: One with a researcher who had previously reviewed for 
SOUPS but had not been a PC member, and the second with a PC 
member of the Conference on Human Information Interaction and 
Retrieval (CHIIR), a diferent conference of a similar size, which is 
also situated at the intersection of two larger research domains, HCI 
and information retrieval. We clarifed some question phrasings 
and shortened the survey considerably after the pilot. Two further 
pilot testers, who were part of our intended sample, completed the 
survey to test the required time. They took 7.27 and 7.6 minutes 
to complete the survey. Since this time was within the time frame 
of our intended duration, we did not change the content of the 
survey but only changed the formatting of a question at the re-
quest of one of the pilot testers. We retained the data of these fnal 
two pilot testers. We include the fnal version of the survey in the 
supplemental material. 

5.1 Recruitment and Participants 
We contacted all 85 SOUPS PC members of the years 2018 to 2022 
via e-mail through the account of a senior researcher who had been 
active in the community for a decade. 6 of our e-mails bounced, 
and 3 prompted an out of ofce notice as a response. We received 
37 responses (response rate: 47%). They took a median time of 8.9 
minutes (min: 2.4 minutes, max:72.8 hours) to complete the survey. 

3 of the participants identifed as mostly qualitative researchers, 
5 as mostly quantitative researchers, and the rest (29) used both 
qualitative and quantitative methods. Overall, experience levels 
as PC members were evenly distributed, with 12 having been on 
the SOUPS PC one or two times, 11 three or four times, and 14 
fve or more times. We rafed three 100 € gift certifcates of the 
participants’ choosing amongst participants who wished to join 
the rafe. 

5.2 Ethics 
Like for our empirical evaluation of the coding process, we collected 
and stored data in accordance with the strict privacy regulations of 
the GDPR. We did not collect any personal data in the main survey 
and gathered e-mail addresses for inclusion in the rafe through 
a separate survey to avoid participant identifcation. One of our 
institutions’ ERBs approved the PC member survey. 

https://median=0.41
https://range:0.16
https://median=0.70
https://range:0.30
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5.3 Data Analysis 
Two authors used the General Inductive Approach [59] to jointly 
analyze responses to open-ended questions, i.e., additional input 
about “It depends” answers, to fnd infuencing factors on the quality 
criteria. Participant quotes from PC members are identifed with 
PC<number>. 

5.4 Important Quality Criteria 
We asked PC members to judge the importance of diferent criteria 
in their reviewing process. Figure 13 shows that there is agreement 
among our participants that some method of reaching agreement 
should be described in the paper and that a detailed description 
of the method used for coding and data analysis is necessary. For 
other criteria, such as whether full agreement should be reached 
by the end of the analysis process or whether the data analysis 
method should be identifed by citing a methods text, reviewers’ 
opinions are split. In general, all of these criteria are also applied 
by many PC members based on other contextual factors, except 
perhaps the method description, where this was only the case for 
two participants. They may consider the type of study, e.g., the 
research questions, the type of data analyzed, and the type of analy-
sis conducted. They refer to method-specifc recommendations for 
specifc research paradigms, e.g., for the reporting of numerical IRR 
PC29 states “For content analysis it is important, for other types of 
coding, not so much”, and regarding the number of coders, PC26 
recommends: “For thematic analysis only one coder is adequate” 
and PC36 states “[...] someone doing true Grounded Theory where 
data collection and analysis are intertwined probably wouldn’t have 
a second coder”. Another consideration is how the coding results 
are used, e.g., whether for “performing quantitative analysis on the 
codes” (PC26) or whether “the data is analyzed for *theory*” (PC13). 
Even if PC members have a preference for a particular practice, e.g., 
reaching total agreement, and if otherwise would expect justifca-
tion for the deviation from their personal standards, i.e. “would 
expect the paper to make an argument about why it’s not needed 
here” (PC9), they realize that there are exceptions to their applied cri-
teria: “I would say that by default / in most cases I expect more than 
one coder, but there are sometimes good and appropriate reasons 
for just one” (PC9). Regarding the criterion of citing a method-text 
for the data analysis method used, novelty was frequently a factor, 
although in diferent ways, e.g., “If it’s entirely new to the commu-
nity, that kind of citation is important” (PC15), or that “sometimes 
researchers come up with a refned / new method” (PC34) where a 
citation is not possible. There was also some criticism when citing 
a methods text is used as a substitute for a thorough description of 
the analysis method, as methods texts may be “only loosely aligned 
with how the research appears to have been conducted” (PC31). 

PC members named additional quality criteria which they apply. 
Many stressed the importance of providing a detailed description 
of “the process in enough detail for the reviewer to understand and 
evaluate what was done” (PC27). This can include choice of sam-
ple size and participant recruitment process, “how the codebook 
was developed” (PC28, PC30), and the inclusion of “good quotes 
that support[...] the themes and assumptions draw[n] from the 
process” (PC15). The description can be enhanced by providing 
supplementary material, like interview scripts or survey question 

phrasing. The methodology should not only be described but justi-
fed: “authors [should] argue for what they did and why they think 
it’s appropriate” (PC7). The strength of the claims made and their 
appropriateness given the outcomes are also used to judge quali-
tative submissions, although this criterion may also be applicable 
for quantitative data. Finally, PC3 mentioned appropriateness of 
research goals: “Qualitative analysis is best when it tries to fnd in-
teresting narratives and patterns of thoughts and behaviors and not 
to report on a phenomenon that can be generalized to the general 
population”. 

5.5 Acceptable Coding Practices 
We specifcally investigated acceptable coding practices for simple 
and complex data, which corresponded to the data analyzed in our 
evaluation of the coding process. One scenario was similar to our 
survey study and presented as “study where short, textual survey 
responses are coded”. We explicitly mentioned Ion et al.’s work [32] 
as an example. The other scenario was similar to our interview 
study and presented as “a study that analyzes complex answers 
such as from interviews”. We did not want to bias the participants 
by pre-labeling these scenarios as simple and complex. Participants 
could select all coding practices that they considered acceptable 
separately for complex and simple data. 

Contrary to our expectations based on McDonald et al.’s quality 
criteria [42], we don’t see any large diferences between complex 
and simple data, e.g., Figure 14 shows that using only one coder 
is largely seen as unacceptable even for simple data. Interestingly, 
despite the two coder variants being mostly seen as acceptable, 
all three variants have a fair number of PC members who do not 
approve of that variant. Note that the scenario “two coders coding 
a subset jointly, and the rest on their own”, which is acceptable to 
the largest amount of PC members in our survey, is also closest 
to the coding process in our evaluation. When analyzing the data 
from content-study-simple, coders jointly developed a codebook 
and then independently applied it, while for the complex data from 
content-study-complex, coders started working independently but 
consolidated a codebook jointly before applying this shared code-
book independently. A few participants indicated that they don’t 
mind which process is used. Participants were also able to specify 
other coding procedures that they considered acceptable and named 
using more than two coders and a grounded theory-specifc pro-
cess involving “iteratively cod[ing] and consolidat[ing] to a set of 
themes”(PC8). Other participants gave similar reasons for accepting 
a coding process, as the ones we described in Subsection 5.4, such 
as sufcient justifcation for the process, how the coding results are 
used, and the type of analysis conducted. 

5.6 Acceptable Levels of Calculated Inter-Coder 
Agreement 

We asked for the PC members’ minimum acceptable level of agree-
ment and gave both word judgments and the corresponding values 
for Cohen’s Kappa according to Landis and Koch [39]. Figure 15 
shows that of those who expect reporting of a numerical agreement 
value, most require substantial agreement. Lower than moderate 
values of numerical agreement were not accepted by any of our 
participants, although some stated that they do not care about the 
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Figure 13: PC members’ importance judgments for given quality criteria, There was one response of "I don’t know" each for 
“agreement described” and “full agreement reached”, which were excluded from this visualization 

Figure 14: PC members’ acceptance of diferent scenarios 
regarding the number of involved coders and the type of 
analyzed data. Non-answers for “left-over” categories of I 
don’t mind and other are not graphed since they don’t carry 
information. 

exact number or don’t require any numerical agreement to be re-
ported. However, a large number of respondents stated that the 
level of agreement they require depends on diferent factors, such 
as the type of study, type of analyzed data (e.g., more structured 
data needs higher agreement (PC37)), type of analysis conducted, 
or the claims which the analysis tries to corroborate. 

About half (18) of our participants support reporting this numer-
ical IRR after the coding is complete, 9 think it is appropriate to 
report IRR after the codebook was established, 7 think IRR should 
be reported after each step in the analysis which involves inde-
pendent coding, and 7 state that there is no need to report IRR. 

Figure 15: Minimum acceptable levels of numerical agree-
ment 

Six participants gave criteria on which the point of reporting IRR 
could depend, such as the method used (PC10, PC22), claims made 
in the paper (PC13, PC31), the weight of phases of the analysis 
for the outcome (PC14), or the purpose of reporting IRR, e.g. to 
“test coding reliability” after coding or “checking diferences be-
tween judges” (PC24). PC25 stated that “agreement can change, it 
is important to discuss at each stage and recode and recalculate if 
necessary”. Three PC members gave the caveat that reporting IRR 
at all is not always necessary. 

6 LIMITATIONS 
In our empirical evaluation of qualitative analysis, we only investi-
gated the coding stage of qualitative research, although other stages 
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may also be infuenced by the involvement of diferent researchers. 
Reproducibility, especially with less standardized interviews, may 
also be infuenced in the interviewing stage of research and prior 
work has found interviewer characteristics to difer, even when 
following the same guidelines and being trained in interviewing 
the same way [48]. However, interviewing is also infuenced by 
interviewee characteristics, and interviewing the same interviewee 
multiple times by diferent interviewers is not feasible due to fa-
tigue and learning carrying over to subsequent interviews. Since 
coding is a central part of many diferent approaches to qualita-
tive analysis [65], used to generate insight from raw or transcribed 
qualitative data, we focus on this part. 

There are some limitations with respect to the diferent partic-
ipants in our empirical evaluation: On the content level of data 
analysis, our interview participants were a convenience sample, 
but since we were largely interested in the coding process applied 
to data generated from these interviews, this was not as grave. 
While other work has shown that student participants are simi-
lar to more professional participants concerning the direction of 
efects in secure programming tasks [44], this had not been inves-
tigated for qualitative analysis. For this reason, we compared our 
student meta-level participants with researchers, and while some 
aspects, especially the degree of abstractness in the outcomes were 
diferent, other aspects were similar. Certainly, a frst-year PhD stu-
dent may not have experience in qualitative analysis either, so it 
is important to examine the characteristics of less experienced re-
searchers’ coding process to be able to support them better. How-
ever, we were not able to collect data on prior experience with 
qualitative analysis for all the participants in meta-study-complex, 
and as such our fndings regarding the infuence of experience are 
tentative and should be explored further. 

Regarding our researcher participants, R5-R7 were researchers, 
as well as participants of the meta-level studies which we report 
on in this work, meaning that they analyzed not only other groups’ 
coding outcomes but also their own. To be able to interpret analysis 
outcomes, it was necessary for them to have suffcient in-depth 
knowledge of the analyzed data and research questions, which 
they gained by participating in the analysis of content-level data. 
However, their own work may have subconsciously presented the 
reference frame to which other outcomes were compared in the 
meta-level studies. We tried to mitigate this by taking breaks of two 
months (for meta-study-simple) and six months (for meta-study-
complex), between the content-level analysis and the meta-level 
analysis. We also sought an outside reference frame by incorpo-
rating the advice and advice categories from prior work for meta-
study-simple, and by specifying concepts taken from the research 
questions as main concepts for meta-study-complex. Furthermore, 
we did not pre-specify expectations, e.g. of the number of recog-
nized concepts, or regarding structural elements of the mindmaps, 
but rather assessed them by comparing to the variance in observa-
tion among all groups’ outcomes. 

Using the full set of interviews and survey responses was not 
feasible due to the large workload it would have imposed both for 
the students, who also partook in other tasks during the course, 
as well as the more experienced researchers, whose time is gener-
ally scarce. We accounted for this possible bias from the concrete 

instances of data used in the analysis, by sampling groups of in-
terviews and survey responses, while balancing the interviews for 
length to ensure a similar workload across all three groups of data. 
We did not notice any important diferences between the groups 
assigned to diferent samples, neither for the complex interview 
data, nor for the simple survey data. 

For our meta-analysis, coding the mind maps and codebooks of 
other researchers, in most cases without memos present, meant 
interpreting what the researchers aimed to express through a, of-
ten short, code. It is unclear whether the connections we drew 
were always intended by our meta-level participants, and we may 
have over-interpreted connections, due to being more familiar with 
the data. We assume that the researchers and students meant a 
connection to the research questions, when we are able to see it. 
This makes our reported levels of content presence in the initial 
codebooks and the mind maps an upper bound, as some of the 
meta-level participants might not have intended a connection to 
the concepts of trust, realism, or efectiveness where we saw it. 

The most important limitation of the PC member survey was its 
brevity and the lack of more open-ended questions, even though 
expert reviewers’ perceptions of quality criteria for qualitative work 
in the domain of USP have previously not been investigated much. 
However, it was our utmost priority to keep the survey as short 
as possible to motivate busy PC members to participate. For this 
reason, we limited our questions to those most relevant to the 
topic of this paper: qualitative coding, and the measurement of 
agreement, and defer further topics to be investigated in future 
work. 

7 DISCUSSION 
We empirically investigated the coding process of coders with two 
diferent levels of experience (students and researchers) and two 
types of data (simple to code survey data and more complex in-
terview data), and found diferences in outcomes. For the complex 
data, while the main concepts, which were predetermined through 
the given research questions were present in nearly all outcomes, 
for lower-level concepts there was a lot of variation. In our analysis 
of the origin of concepts, we also noted concepts being introduced 
into the codebook from both coders. For the simple data, the main 
topics appeared in all relevant codebooks, and the clearer the def-
inition of a concept or security advice was, the more similar the 
codebooks were on this topic. 

Concerning the experience of the coders, researchers had more 
abstract codebooks and mind maps than students. However, we 
note that content-wise, diferences regarding the complex data 
were somewhat more pronounced between R3&4 and the other 
two researcher groups R1&2 and R5&7, even though R5&7 can 
be considered junior researchers, as they do not have as much 
experience as the other two researcher groups. R3&4 introduced 
an entirely new main concept in their outcome, which was not 
present in any of the other student and researcher groups, which 
were more similar in that regard. We hypothesize that this may be 
due to R3&4 working at a diferent institution than the other meta-
level participants, and they may thus have a diferent background 
of research experience. Their difering epistemological outlook to 
other researchers also supports this interpretation, as prior work 
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has shown epistemology to infuence results in qualitative anal-
ysis [21]. The infuence of researcher characteristics on analysis 
results is not only present in qualitative analysis but can also ap-
ply to quantitative methods. In a re-analysis of two studies by 
seven researchers each, already the pre-processing steps differed 
so much that no re-analysis used the same sample size [31]. The 
social sciences have used positionality statements to make prior 
knowledge, social and personal background, and other possible 
factors that may infuence researchers’ data analysis process clear 
to readers [30]. In some instances HCI [58] and USP [64] have 
adopted this practice, although, in a literature review focused on 
privacy and marginalized communities, positionality statements 
were not reported in any of the studies published in privacy-fo-
cused venues, which included SOUPS [51]. We checked USP papers 
from SOUPS and CHI 2022 and found 49 papers using qualitative 
analysis methods, but only 3 of those papers contained positionality 
statements. Our data suggest it would be a good idea to further 
adopt this practice in USP research where appropriate, describing 
researchers’ familiarity with the methods they are using. 

Also based on our data, we suggest that for simple data and clear 
research questions, it is sufcient if a single coder codes data with an 
established codebook. This means that if a codebook is established 
together, the coding following it does not need to include multiple 
coders for simple data. Researcher time and efort should instead be 
invested in coding complex data, where multiple researchers can 
lead to diferent perspectives in the outcomes, and collaborations 
across diferent institutions and research focus can be a valuable 
contribution. Section 3.1 defnes in more detail what we mean by 
simple and complex data in the scope of our study and recommen-
dations. 

For the complex data, both students and researchers difered in 
their interpretation of which lower-level concepts were the most 
important to represent, and R3&4 introduced an entirely new main 
concept, the adoption process of security advice, as taking part over 
time, in their outcome, which did not appear in any of the other 
groups’ outcomes. This shows that diferent groups of researchers, 
especially from diferent research groups, can fnd diferent layers 
of meaning in complex data using the same method, like previously 
shown for using multiple qualitative analysis methods [14, 21]. 
Consequently, we suggest that replicating qualitative work even 
if it only consists of another set of researchers analyzing existing 
qualitative data sets could be worthwhile. We realize that such re-
analyses carry the risk that not enough new insights or diferences 
can be found to convince reviewers to accept a paper in highly 
competitive venues. Thus, there are clear disincentives to take such 
a risk in a “publish or perish” world. But what we would defnitively 
encourage is that qualitative researchers make anonymous data 
available to open up the option. At the very least, we think this 
would greatly beneft teaching because students could re-analyze 
the data. Being able to analyze real data can motivate students, 
while the re-analysis of important data sets benefts the assessment 
of reproducibility for these fndings, and thus this serves a double 
purpose if new results emerge from this form of crowd-analysis. 

8 RECOMMENDATIONS FOR RESEARCH 
PRACTICE 

Based           
survey of PC members, we recommend the following to authors 
aiming to publish qualitative work in USP: 

(1) Use multiple coders when research questions and data are 
open-ended and complex. (RQ1) 

(2) When data is simple, research questions are well-defned, 
and analysis is straightforward, use only a single coder to 
code the data after a codebook has been established in col-
laboration with multiple coders. (RQ1) 

(3) When coding with multiple researchers, discussions and 
interaction between coders are a vital part of the analysis 
process. Do not analyze in isolation. (RQ1) 

(4) Make clear who the analyzing researchers are and what 
level of expertise they have, both regarding the topic and 
the analysis methods used. (RQ2) 

(5) Which-ever method of analysis you use, describe it in a way 
that your process can be repeated and explain and justify 
important methodological decisions, even when it is a well-
established method. (RQ3) 

Since our studies were designed to be representative of USP 
studies and included two types of data of a complexity typical for 
this feld, our recommendations 1, 2 and 3 apply to USP studies. 
We are aware that there are many levels of data complexity which 
our study could not cover. Researchers can use the examples of 
simple and complex data which we specify in Section 3.1 and the de-
scription of the data collected in our content-level studies to judge 
whether their analysis outside USP is comparable to this one, and 
thus whether our recommendations apply to their study context. 

on our empirical evaluation of the coding process and our

Since the differences between coders of differing levels of expe-
rience were not related to the specifc content of our studies but 
rather to the degree of abstractness and generalization achieved, we 
believe that our recommendation 4 is also applicable to the broader 
HCI community, but note that making positionality explicit may 
be more wide-spread already outside USP. The sampling frame for 
our PC member survey was the SOUPS PC of the last fve years. 
As such, our recommendation 5 only represents the expectations 
of PC members at that conference. Some SOUPS PC members also 
serve on PCs at other conferences, including CHI, but since we did 
not collect data on this aspect, we do not claim that these fndings 
generalize. Given that researcher decisions also lead to different re-
sults in quantitative analysis [31], we believe that explicating these 
decisions is benefcial not only when using qualitative methods but 
also for quantitative work. 

9 CONCLUSION AND FUTURE WORK 
We investigated quality criteria for qualitative research, specif-
cally the qualitative coding process, both through an empirical lens 
and from the reviewer’s perspective. We found more similarity 
for simple data than for complex data with more possibilities for 
interpretation. More research experience led to a more abstract 
representation of the fndings from the coding process. Future work 
could examine further variations of when and how much interac-
tion is benefcial and other factors infuencing qualitative research 
outcomes in more detail, such as institutional, and thus educational 
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background, and epistemological or ontological positionality, e.g., 
by extending this study to include students from R3&4’s institution. 
We hope that our work may help qualitative researchers to make 
decisions regarding the planning of their coding processes and spur 
discussion in the USP community regarding the quality criteria we 
want to apply to qualitative research. 
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